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Introduction

Digital Formations: Constructing
an Object of Study

ROBERT LATHAM AND SASKIA SASSEN

COMPUTER-CENTERED NETWORKS and technologies are res haping social
relations and constituting new social domains. These rransformations as-
sume multiple forms and involve diverse actors. In this voluime we focus
on a particular set of instances: communication and information struc-
tures largely constituted in electronic space. Examples are el ectronic mar-
kets, Internet-based large-scale conversations, knowledge s paces arising
out of networks of nongovernmental organizations (NGO's), and early
conflict warning systems, among others. Such structures result frormn var-
ious mixes of computer-centered technologies and the broad range of so-
cial contexts that provide the utility logics, substantive rationalities, and
cultural meanings for much of what happens in these electronicspa ces. In
this regard, the electronic spaces that concern us in this volu1me are social.
Digital formation is the construct we use to designate these specific types
of information and communication structures. Digital formations are to
be distinguished from digital technology tout court; not a 11 digital net-
works are digital formations.

This volume seeks, then, to advance research that is at th € intersection
of what we might simplify as technology and society. We d o not assume
that technology and society are actually separate entities, a nd we accept
many of the propositions in the critical social science literat uire that posit
that technology is one particular instantiation of society—society frozen,
that is, one moment in a trajectory that once might have beera experienced
as simply social (Latour 1991). Without losing this critical stance, we
want, nonetheless, to capture the distinctiveness and variable weight of
“technology” and to develop analytic categories thatallow u1s to ex amine
the complex imbrications between the outcome of society that we call
technology and the social, economic, political, and cultu ral dyrnamics
through which relations and domains are constituted. Muc h rides in so-
cial analyses of IT on the category of “newness,” and this volume is no
exception. We believe we are looking at formations that have not e xisted
before, and we mean this to imply two things: that the forms we re not
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present in a given social context before, and that the formations in ques-
tion are novel social forms.

That these are novel forms implies that we are looking at entities that
are likely in the early—if not initial—stages of formation. We are not
claiming this status for IT itself. Beniger (1986) underscores that the re-
flexive development and organization of complex IT-based formations is
discernible as early as the nineteenth century.! Rather, we attach this sta-
tus to the emergence of a wide range of formations of varying scales that
depend on digital technologies, cross a variety of borders (national or oth-
erwise), and engender a diverse array of spatial, organizational, and in-
teractive practices.

The set of cases explored in the chapters that follow is meant to give
readers a sense of that range and to cover topics that have been consid-
ered important to the social analysis of IT, especially as it bears on trans-
boundary phenomena, including transnational civil society, transbound-
ary public spheres, global finance, transnational corporate networks,
global technological diffusion, regional integration, and international
economic development. There has been no attempt to be comprehensive,
however.2 What joins the chapters is not only the effort to capture con-
stitutive and transformative processes, but also concerns with design and
social purpose.

Locating a New Field of Inquiry

One of the distinct capabilities of these technologies when it comes to the
communication and information structures that concern us in this volume
is the rescaling of social relations and domains. What has tended to op-
erate or be nested at local scales can now move to global scales, and global
relations and domains can now, in turn, more easily become directly ar-
ticulated with thick local settings. In both types of dynamics, the rescal-
ing can bypass the administrative and institutional apparatus of the na-
tional level, still the most developed scalar condition. As a result of the
growing presence and use of these technologies, an increasing range of so-
cial relations and domains have become de facto transboundary. It need
not be this way, and indeed many of these digital formations are not, but
the trend is definitely toward expanding the world of transboundary re-

! Another significant historical analysis that is U.S. focused is Chandler and Cortada
(2000).

2 One noticeable omission is the security sphere. But see the related SSRC-sponsored vol-
ume, Bombs and Bandwidth (Latham 2003), which focuses exclusively on this realm. Fur-
ther, a new SSRC volume on global civil society and the Internet is in progress (edited by
Jon Anderson, Jodi Dean, and Geert Lovink).
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lations and domains. This trend is evident in this volume, where even dig-
ital formations that need not be transboundary, such as large-scale con-
versations or knowledge spaces, wind up being so directly or indirectly.

We are, then, seeing the transnationalizing of a growing range of local
or national relations and domains, as well as the formation of new ones.
Such transformations enable nonstate actors to enter international arenas
once exclusive to states and the formal interstate system. This is well il-
lustrated by specific features of the growing numbers and types of inter-
national nongovernmental organizations, global business alliances, and
diasporic networks. These transformations have also furthered the for-
mation of new types of spaces constituted partly through cross-border ac-
tors and transactions. All of this partly reconstitutes the world of cross-
border relations and takes this world beyond formulations common in the
specialized literature on international relations.

To some extent these transformations in the world of cross-border re-
lations are overdetermined in that they entail multiple causalities and con-
tingencies. This volume’s focus on computer-based interactive technolo-
gies and networks does not presume to posit a single causality. \What we
refer to below for short as sociodigitization is deeply imbricated with
other dynamics.3 In some cases sociodigitization is “derivative”—a mere
instrumentality of these dynamics—but in others it is “transformative”—
by reshaping social relations—and even “constitutive®—by producing
new social domains of action. Yet even when derivative, sociodigitization
is contributing to the rescaling of a variety of processes with the resulting
implications for territorial boundaries, national regulatory frames, and
cross-border relations. The outcome is a set of changes in the scope, ex-
clusivity, and competence of state authority over its territory, and, more
generally, the place of interstate relations in the expanding world of cross-
border relations.

An organizing assumption in this volume and in the larger Social Sci-
ence Research Council (SSRC) project on information technologes to
which it contributes is that these new conditions have implications for t he-
ory and for politics.* The social sciences are not well prepared to take on
these developments. The discipline that has had cross-border relations at
its core, international relations, remains mostly focused on the logic of re-
lations between states and has not generally treated communication and
information as essential to analysis. Exceptions to the state-centric focus
in IR include work on transnational relations (Nye and Keohane 1971},

3 Sociodigitization, as defined below, is the process whereby activities and their histories
in a social domain are drawn up into digital codes, databases, images, and text.

4 In particular, the SSRC program, IT and Internarional Cooperation. See www.ssrc.org/
programs/itic.
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which assumes new relevance under current conditions.’ Also warranting
greater attention is pioneering work incorporating information and com-
munications (Deutsch 1953, 1957; Jervis 1976) and more recent research
and analysis that focuses on information technologies.® However, this
work cannot quite fully encompass today’s multiplication of nonstate ac-
tors and new conditions in transboundary cooperation and conflict.

An alternative line of scholarship is centered on the technical proper-
ties of the new technologies and their capacities for producing change.”
These technologies increasingly dominate explanations of contemporary
change and development, with technology seen as the impetus for the
most fundamental social trends and transformations.® Such explanations
also tend to understand these technologies exclusively in terms of techni-
cal properties and to construct the relation to the social world as one of
applications and impacts.

Neither theorizations centered on the state nor those centered on tech-
nology as the key explanatory variable can adequately capture the trans-
formations in the world of cross-border relations that concern us in this
volume. Understanding the place of these new computer-centered net-
works and technologies from a social science perspective requires avoid-
ing a purely technological interpretation and recognizing the embedded-
ness of these technologies and their variable outcomes for different
economic, political, and soctal orders.

Confining interpretation to the properties of these technologies neu-
tralizes or renders invisible the social conditions and practices, place-
boundedness, and thick environments within and through which these
technologies operate. Such readings also lead, ironically, to a continuing
reliance on analytic categorizations that were developed under other spa-
tial and temporal conditions, that is, conditions preceding the current dig-
ital era. Thus the tendency is to conceive of the digital as simply and ex-
clusively digital, and the nondigital (whether represented in terms of the
physical/material or the actual, all problematic thougb common concep-

5 Of note is the special issue of Millenium: Journal of International Relations on Terri-
torialities, Identities, and Movement in International Relations (1999).

6 See, for example, Choucri (2000), Deibert (2000), Der Derian (2001), Laguerre (2000),
and Wilson (2004).

7 Latham {2002) offers a fuller discussion of ways that newness has figured into analy-
ses of [T and social change.

8 For critical examinations that revea! particular shortcomings of technology-driven ex-
planations see, e.g. Wajcman (2002), Loader (1998), Nettime (1997), Hargittai (1998), and
more generally Latour (1987), Munker and Roesler (1997), Mackenzie (1999), and Mac-
kenzie and Wajcman (1999). For a critique by “technologists” of such technology-driven
explanations, see Brown and Duguid (2000).
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tions) as simply and exclusively nondigital. These either/or categoriza-
tions filter out alternative conceptualizations, thereby precluding a more
complex reading of the intersection and interaction of digitization with
social, other material, and place-bound conditions. Another consequence
of this type of reading is to assume that a new technology will ipso facto
replace all older technologies that are less efficient, or slower, at execut-
ing the tasks the new technology is best at. We know that historically this
is not the case.

Nonetheless, it is important for our effort to recognize the specific capac-
ities of digital technologies.’ They are central to the emergence of new in-
formation and communication structures and the transformation of ex-
isting ones.1? In their digitized form, these structures exhibit dynamics of
their own that derive from technological capacities that enable specific
patterns of interaction. These technology-driven patterns are, then, en-
dogenous to these digitized structures rather than the product of an ex-
ogenous context such as the interstate system. Among such patterns are
the simultaneity of information exchange, capacity for electronic storage
andmemory, in combination with the new possibilities for access and dis-
semination that characterize tbe Internet and other computer-centered in-
formation systems.!!

These technical capacities can cbange the relationship between infor-
mation and a broad range of entities and conditions. For instance, new
resources and capabilities are being created for NGOs and other private

9 There are important types of computer technology that we are not addressing in this
volume, notably robotics, data processing, and virtual reality.

10 Studies of new or transforming structures have typically focused on various dmen-
sions of social life, including individual identity, community, social development, work, pol-
itics, and economic organization. Illustrative are Webster (19935), May (2002), and of
course Castells (1996), the latter being mainly focused on sociosconomic change. Note
that much of this literature is anchored in the notion that modern societies are transform-
ing into information societies driven by an information revolution. This sort of thinking
caught on in the early 1970s, and a particularly notable statement is Bell (1973). Among
the structures that are seen as developing through and around the use of these technologies
are “virtual communities,” “virtual corporations,” and multi-user-domains (MUDS). On
communities, see Smith and Kollock (1998); on virtual corporations, see th¢ journal at
www.virtual-organization.net; and on MUDs, among other virtual social forms, see Turkle
(1995).

11 For most producers and consumers of research on 1T, knowledge beginsand ends with
the Internet. While the Internet is crucial to the developmenr of digital formations, in and
of itself it is not a formation but, as conveyed in the chapter by Latham, a global commu-
nication system that comprises myriad electronic networks. These networks, in turn, are the
underlying platforms for digital formations. But a digital network need not be part of the
open Internet tied to e-mail and the World Wide Web if it is a private network as considered
by Ernst and Sassen.
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associations via web pages and document storage (Garcia, this volume).
This matters because groups, particularly when involved in contestational
politics, can use these information resources to challenge certain kinds of
interpretations of developments, events, or policies. Such challenges lead
to new knowledge spaces (Bach and Stark). Groups, such as diasporas
connected to zones of conflict, can construct their histories and make
them accessible to insiders and outsiders. These possibilities, in turn,
prompt a reexamination of assumptions about the role of “knowledge™
circulating within and across groups in the shaping of intergroup coop-
eration or conflict (Alker). Technology here makes it easier to trace the
history of interactions and events, which in turn has implications for rec-
iprocity and repeated strategic interaction. When it comes to major eco-
nomic actors such as transnational corporations, the typically private
information systems offer whole new organizational and managerial ca-
pabilities, such as the global flagship networks examined by Ernst.

From a social science perspective, as compared to a purely engineering
one, such digitized information and communication structures and dy-
namics—what we call digital formations—filter and are given meaning
by social logics. By social logics we intend to refer to a broad range of
conditions, actors, and projects, including specific utility logics of users as
well as the substantive rationalities of institutional and ideational orders.
The distinctiveness of digital formations can contribute to the rise of so-
cial relations and domains that would otherwise be absent. Examples of
such distinctive structurations in our volume are open source software
communities (Weber), the formation of digitally based large-scale con-
versations (Sack), new types of public spheres (Cederman and Kraus), cer-
tain types of early warning systems (Alker), and electronic markets for
capital (Sassen).

The presence of social logics in the structuring of these formations
means, from a social science perspective, that the technical capacities of
these new technologies get deployed or used in ways that are uneven and
contradictory within diverse digital formations. They unfold in particular
contexts and evince both variability and specificity. Digital formations, as
we define them here, do not exist as purely technological events. This, in
turn, makes it difficult to generalize their transformative and constitutive
outcomes. Variability and specificity are crucial dimensions emerging
from the diverse foci of analysis in the volume. The choice of chapters
seeks to address this as each focuses in great detail on a different subject.
While variability and specificity make generalization difficult, detaited
study can illuminate patterns and structures helpful in hypothesizing fu-
ture trends and in developing agendas for research and analysis as IT con-
tinues to evolve.

The uneven and often contradictory character of these technologies and
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their associated information and communication structures a Iso lead ws
to posit that these technologies should not be viewed simplya s factor en-
dowments. This type of view is presentin much ofthe literature, often i1m-
plicitly, and represents these technologies as a function of the attribu tes
of a region such as Asia or an actor such as an NGO—ranging from re-
gions and actors fully endowed, or with full access, to those \vvithout ac-
cess. Rather, we recognize that any given region or actor can be associ-
ated with uneven or inconsisrent technological capacities. Ced erman annd
Kraus make clear that even in wired Europe, attempts to constructarich
communicative space confront the limits of online public engagement.

Variability also emerges because the deployment and diffusi on of these
technologies is shaped by the diverse operational logics of so cial form s,
including prominently states and markets. For instance, techriologies re-
lating to the Internet, satellite surveillance, and data banks can be strongly
associated with cooperative policies and practices (e.g., trans border ac-
cess to IT infrastructures, data, and human capital, greater tra nsparency,
the formation or strengthening of transboundary public spheres) orthey
can be linked to conflict (e.g., applications of IT in the military, the iden-
tity politics of ethnic groups involved in violent conflicts, the confronta-
tional politics of activists, and the competition for sectoral econ omicdorm-
inance among large transnational corporations).

Variability is also a function of unintended consequences. Guthrie
shows us how the state-controlled development of an IT industrial sector
in China had the effect of setting in motion processes of change not for e-
seen by any of the players involved, most importantly a trend toward re-
ducing some aspects of state authority as networked individ uals could
gain access to information about foreign models of economic develo p-
ment. Developing the industrial side of these technologies hadt he perha ps
ironic effect of altering—if ever so minimally—the position of individ u-
als toward the state.

The concepts that have been central to work on cooperation and con-
flict—such as alliances, regimes, and institutions—may not a nalytically
capture what some of these types of communication systems a re. The In-
ternet illustrates this well. For instance, it has some of the features througzh
which we specify institutions—in this case a transnational institution. It
is so in the sense that there is a set of rules, compliance proce dures, and
norms that shape human action. But with its varied uses and forms of in-
formation, the Internet is also more than an institution: it is worthy of
study as a global phenomenon in its own right, with interesting implica-
tions for cross-border relations (Latham).!2

12 The uniqueness of the Internet (compared to the telephone, telegraph, or tclevision)



8 ROBERT LATHAM AND SASKIA SASSEN

In brief, there is considerable diversity in the types of actors and logics
that constitute communication and information structures. Their en-
dogenous technical properties vary as do their endogenized social logics.
Recapitulating the above, we identify at least three sets of implications for
their study from a social science perspective. One is the difficulty of pre-
diction in a domain of contradictory and uneven patterns and processes,
a fact that may help undermine various types of regimes for control and
governance. A second implication is that these systems have endogenous
capabilities that may enable them to escape partly the conditioning of ex-
isting systems, such as the interstate system, and transform these or con-
stitute whole new domains. A third implication is that communication
and information structures need to be treated as distinct from informa-
tion technology. That is, the first are human “habitats™ or ecologies an-
chored in the social relations associated with public spheres, networks,
organizations, and markets.13 They are therefore not subsumed by or re-
ducible to the technology that helps make them possible.

Digital Formations: Constituting an Object of Study

Methodologically, the types of concerns present in this volume require us
to go beyond the notion that understanding these technologies can be re-
duced to the question of impacts.* That is, impacts are only one of sev-
eral forms of intersection of society and technology—understood in the
qualified sense discussed above. Other forms of intersection have to do
with the constitution of whole new sociotechnical relations and do-
mains—digital formations—that in turn need to be constructed as objects
of study. This means examining the specific ways in which these tech-
nologies are embedded in often very specialized and distinct contexts. And
it requires examining the mediating cultures that organize the relation be-
tween these technologies and users, where we might think of matters as
diverse as gendering or the utility logics that organize use. Because they
are specific, these mediating cultures can be highly diverse; for example,
when the objective is control and surveillance, the practices and disposi-

rests on a combination of (1) ready-at-hand storage capacity for documents; (2) diffuse net-
works of communication and interactivity (including many-to-many rather than just one-
to-one or one-to-many); (3} simultaneous access and interactivity produced by 1 and 2. The
first factor may seem trivial at first, but it should be noted that the capacity to store data
and documents of political import to wide bodies of actors was a virtual monopoly of the
state {government archives, libraries, data bases such as tax rolls, etc).

13 For an exploration of the concept of “information ecologies” see Nardi and O’Day
(1999).

14 We see this as consisteat with the analytical frame in Castells {1996),
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tions involved are likely to be different from those involved inusing 2 lec-
tronic markets or engaging in large-scale computer-based conversaticons.

The search for impacts means framing analysis in terms of ind ependll ent
and dependent variables, which is by far the most common approacky in
tbe social sciences. Our understanding that these technologiesare part of
transformative and even constitutive processes means we cannot ccifine
the analytic development of this field of inquiry to that type of framk ng.
We also need to develop analytic categories able to capture formati<ons
that incorporate what would be conceived of as mutually exclusive c on-
ditions or attributes in the independent-dependent variable framing. T his
is what we intend for the construct, digital formation.

The construct obviously builds on the concept of social form and the
process of formation. The term “social form” is meant toconvey thardig-
ital formations have ontological status as social “things” (with cohere 21ce
and endurance), but not as fixed units whose attributes are pregivera to
analysis.!’ We are adopting a relational perspective that emphasizes ¢ hat
forms emerge in and through complex social processes and changing re-
lations.'¢ By formation we mean to imply four things. These forms are,
as mentioned above, in the early stages of development. Second, thaeir
emergence is not likely to be signaled by some sort of foundingevent, £or-
mal constitution, or charter, but by a mix of informal elements rang ing
from network blueprints (see Latham) to manifestos (Weber). Third, thhey
will tend toward a developing and variable structure and nature becauase
any social form is subject to changes in relevant contexts, agents, rela-
tions, and logics from one time to the next or one instantiationto then ext
(across different times and places). Finally, our understanding of dig 1 tal
formations is nascent and will change considerably as analyses of ex ist-
ing and newly emerging formations cumulate.

As that understanding begins to develop, we will need to think throvagh
strategies for delineating, however contingently, general categories of for-
mations and theircocrespondinginstantiations. How will we know wehave
the right categories in place? Are research networks, knowledge commu ni-
ties, and electronic markets, for instance, the right categories? How far up
in generality or far down in specificity does one go? How will we ident ify
the trajectories of change in categories? On whatterms and withw hat ba sis
of confidence should we generalize from individual cases and categori es?
These are important questions because their pursuit will open the way for
comparisons across types and cases and for the identification of overarch-
ing logics and patterns relevant beyond digital formations.

15 Coherence and endurance as important qualities for marking theexistence of a so-<ial
form is mentioned by Abbort (1995).

16 See Tilly (1995), Emirbayer (1997), and Cederman (2002) for discussions of this
perspective.
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How would you recognize a digital formation if you encountered one?
As we emphasized in the discussion above, you should be able to identify
a coherent configuration of organization, space, and interaction. By or-
ganization we mean the ordering of practices (e.g., via rules and roles),
content (data, images), and relations among actors (individual, collective,
and even machine).!” By interaction we mean the flow of exchange and
transmission among actors.!® And by space we mean the electronic stag-
ing of the substance (or content) and social relations at play in a digital
formation.

These three dimensions of formation (organizing/interacting/spatializing)
are of course overlapping and mutually constitutive: space is organized;
organization is spatial and interactive; interaction requires organization;
and interaction produces spaces. This imbrication among dimensions
brings coherence and identity to a formation.

Of the three dimensions, space is likely to be the most troubling to
readers. Organization and interaction are common conceptual tools in
social analysis. Space is less familiar, and the electronic space associated
with digital formations is even more so because it is not primarily geo-
corporeal in nature. In thinking about electronic space, we can build on
the two main ways the broader category of social space is understood: as
the lived environment of social artifacts (homes, factories, schools, etc.)
and as the expansive range of realized and potential relations and ac-
tions that can unfold in and across such environments.!® Instead of geo-
corporeal social artifacts, electronic space is composed of picto-textual
social artifacts embodied in electronic stagings of texts, images, and graph-
ics through software and hardware.?? A range of realized and potential
relations and actions is opened up to produce electronic space. Manifes-
tations of such relations are found in the linking, searching, and interact-
ing described by Bach and Stark.?!

17 Bach and Stark employ the argument associated with Bruno Latour (1987) that ma-
chines can be nodes in a network.

13 By interaction we do not mean to imply parity and symmetry in flows and exchange.
We need not go as far as Lev Manovich (2001: 55-58) in rejecting use of the term because
it can be taken to denote symmetry.

19 The most developed work on social space is Lefebvre {1974, see esp. pp. 33~59). Ob-
viously, the issues at stake in the concept are far more complex tban we can give justice to
in this meager context. See here also the work of Poster (1997).

20 This is a departure from the usual practice of describing electronic space as either vir-
tual or cyber. We would save the term virtual to describe a type of picto-textual spatializa-
tion where geo-corporeality is staged electronically. To explore this form of picto-textual
space, see Barfield and Furness (1995). While “cyber” is a popular adjective, it does not help
us here gain a sense of the character of space. It also refers back to control via feedback
schema—as in cybernetics. This does not mean the term should not be applied to artifacts
where control is paramount, such as in virtual reality. See Benedikt (1991) for some thought-
ful essays united under this term.
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The picto-textual dimension of electronic space emphasizes the materi-
alization and visualization of the digital that depends on a mix of screens,
logics of sequencing, and graphic presentations of text and images. The
use of the term staging—borrowed from the theater and the military—is
meant to convey the putting into order and motion of semantic configu-
rations. Staging implies a coordination of views, visualizations, and nar-
rations that unfold in time, put in place for public or private effect and
readiness for further movement and action.2? Software, as Garcia and
Sack stress, is obviously the key factor since there is not a great deal of
variation in the hard infrastructure of such staging so far (such as screens
of one form or another on your desk, at hand, or in your goggles).

Spatialization is shaped by organization and interaction. At the most
obvious level, staging itself is an organization of presentation and narra-
tion. A less obvious instance is the organization of bodies of data and
knowledge—and the relations between such bodies (see Ernst). There is
also the organization of actions and practices within digital formations
thathave spatial implications (from downloading and file sharing to open
source code distribution), as well as the organization of access that brings
in or keeps out various actors and participants (see Sassen).

The latter bears on interaction and space understood as the realm of
possible relations. Webs of exchange in tightly bounded, highly structured
networks—as in Ernst’s GFNs or Sassen’s electronic markets—yield a
spatiality that can take form as narrow channels of connectivity, where
the options for sanctioned actions might be quite rich, but possibilities for
disruptive interventions and actions are quite limited. On the other hand,
the large-scale conversations analyzed by Sack or knowledge communi-
ties discussed by Bach and Stark produce a quite different space, which
takes form more as a relatively open, loosely configured, discursive field
susceptible to interventions that constitute serious breaks or ruptures, but
which are more simple in nature compared to more highly structured and
narrow spaces.23

22 Cf. Laurel (1993) for the development of the theater-computer analogy. We do not,
however, seek to go as far as making the connection to theater in toto, but only to the ac-
tivity of staging. (Laurel is particularly focused on the dramatic aspects of “life on screen™
such as MUDs.) As Sennett (1977: 34-42, 313) points out, the metaphor of “society as the-
ater” is old. Some of the twentieth-century applications, Sennett argues—such as in the work
of Erving Goffman (1959), where roles and social drama are emphasized—tend to take the
social context and structure rhat produce the drama and roles for granted. As a result, the
analysis, however insightful, tends to be conservative and narrow. Since this volume is fo-
cused on how and why digital formations come into place and with what political, sacial,
and economic implications, we believe we avoid this pitfall.

23 This is a classic trade-off between thick but highly bounded worlds and thin but open
ones (Walzer 1994). Sack addresses the importance of breaks in meaning in shaping the
course of conversations. See also Winnograd and Flores {1986), who in their analysis of ar-
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It is important to emphasize that digital formations as such are not re-
ducible to electronic networks or to social networks more generally. On
one level, digital formations subsume both kinds of networks.2* Elec-
tronic networks—which are sets of nodes, software, and technologies of
transmission—are the part of the material manifestation of digital for-
mations. IT-based social networks, composed of patterns and structures
of social interaction, in turn represent one, albeit important, aspect of dig-
ital formations. On another level, a network, as a complex ensemble of
not just interaction but space and organization, can represent one type of
digital formation, as can a digitally based public sphere, community, or
market. The network as type of digital formation appears, for example,
in Latham’s chapter—which focuses on the emergence of the Internet as
the global computer-based communication system—where it takes shape
in the many research networks that arose around the project of develop-
ing digital networking technology.2® These research networks entailed
more than just sets of electronic nodes and connections (although they en-
tailed that as well). Computer networks such as the Arpanet constituted
electronic spaces, modes of organization among institutions and resources
(both material and knowledge), and webs (or networks) of interaction
among researchers.2¢

In some cases an ensemble of space, organization, and interaction on the
Internet constitutes not just a network but a community. Community, es-
pecially as thoughtabout in electronic terms, is a complicated matter, but

tial contexts"—where things can literally break down—that open the way for transforma-
tion. There is also interesting resonance with the features of thin and thick networks speci-
fied by Granovetter (1983).

24 We refer here only to social networks thatare relevant to digital formations, and not
to all social networks per se.

25 gociologists who do network analysis could accuse us of using the term network in a
loose, metaphorical way. However, the employment of the term here is usefu! to distinguish
a type of formation emerging out of configurations of direct and indirect connection among
elements; a space that is shaped by those configurations (that is, by the channels of trans-
mission and interaction); and logics of organization that arise in the ordering of relations
and resources among elements. Besides Latham, see the chapters by Alker, Ernst, and Gar-
cia. The point is to be able to contrast a network type of formation with other types such
as electronic communities or markets. Overlap between types can be understood in two
ways. One way is as a Venn diagram, where some networks, for example, shade over into
a community form. The other way is as intertwinement because, as just poinied out, any
digital formation involves electronic and social networks. Neither sort of overlap justifies
reduction of all formations to the network form. We are trapped by the sediment of a soci-
ological language that only helps us make distinctions that are ultimately clumsy.

26 The use of the term electronic space is based on Sassen (1998: chap. 9). Although some
people associate electronic space with media such as television, it is used here as it relates to
digital formations rather than mass media.
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we take it to mean that configurations of space, organization, and in ter-
action sustain a common identity around shared goals and reciprocal re-
lations among participants, and that such identity, goals, and reciprocity
are an important and substantive aspect of each of participant’s life, pro-
fessional or personal.2? While it might be the case that the experts in-
volved in developing the Arpanet in the end constituted a professional
community (not just a research network), the concept of community can
clearly be applied to the open source movement, and Weber in his chap-
ter adopts it explicitly. As Weber points out, the Internet was essential to
the rise of the open source communities he analyzes as the communica-
tion medium of access, exchange, and interaction. Open source comimnu-
nities as digital formations take shape in the organizational logics of col-
lective software production (analyzed in detail by Weber), the webs of
interaction across wide geographical expanses, the constellation of sites
and electronic postings that constitute the electronic space within which
participants operate as code and ideas are exchanged.

Also using the category of community are Bach and Stark, who apply
it to a type of digital formation they label “knowledge communities.”
They explore how such “knowledge communities” emerge around the
activities of NGOs. In contrast to the production of software, NGO
knowledge communities, composed mostly of activists, are organized
around the pursuit and exchange of knowledge about various areas of
human development and security, from economic development to mi-
nority rights. Bach and Stark consider how new social networks, orga-
nizational forms, and spaces are constituted through the practices of
knowledge production and exchange, especially as tied to the activi ties
of linking, searching, and interaction that are familiar ways o f moving
through the Internet. They argue that such otherwise simple practices can
be associated with the rise of unprecedented connections among actors
(webs of interaction), forms of deliberative associations (organization),
and knowledge spaces that they contend are part of a transformation of
global political life.

Sack also considers how a digital formation can emerge aroundthe ex-
change of ideas. “Very large-scale conversations” (VLSCs) are quite liter-
ally conversations that unfold around a given topic involving a relatively
large number of participants. Typically these conversations, which can be
transnational in scale, manifest in forums, mail lists, and newsgroups.
Sack shows that these innocent-looking forms actually involve a complex
intersection of interpersonal networks, thematic organization, and iclea-
tional relationships that together yield an architecture of discursive space.

27 This definition is consistent with those of analysts such as Wellman and Gulia (1999),
Smith and Kollock (1998), and Calhoun (1998).
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He thinks through the different ways that a VLSC can institutionalize lin-
guistic meaning and “common sense” (a form of knowledge) and of
course be shaped by linguistic institutions that form the context of dis-
course within a VLSC.

The production of meaning, histories, stories, themes, and knowledge
is also central to the digital formation examined by Alker. He analyzes the
design of digital information networks for the linked conflict early warn-
ing efforts of experts in various institutional settings from NGOs to in-
tergovernmental organizations. These networks are meant to serve as ex-
pert information systems, the capacity of which to store and distribute
case histories would allow for the rewriting of interpretations of conflicts
and the conditions of conflict—as ideas evolve, new data is introduced,
or new connections are established. These information networks are
meant to constitute unique spaces of knowledge, organizations of data,
and networks of interaction among practitioners that can exploit the col-
laborative power of contested and alternative views of deadly conlflicts to
produce better early warning practices.

A far more familiar application of digiral information systems is de-
tailed by Ernst in an exploration of a digital formation he calls “global
flagship neeworks (GFNs).” These networks link and coordinate a set of
far-flung firms and suppliers—around a global flagship firm—collabo-
rating in R & D, production, distribution, and marketing through the ex-
change of knowledge about these economic activities. Database sharing,
conferencing, e-mail, and control mechanisms are among the activities
found on these networks. Across the electronic space of GFNs, whole new
ways of organizing economic cooperation are emerging, along with new
logics of interaction among a diversity of actors. By looking at GFNs,
Ernst is able to move beyond the usual claims about flexible production
and virtual corporations that have occupied reflections on economic glob-
alization to uncover tensions among network actors, the generation of
new hierarchies, and the limits of network strategies.

Another feature of economic globalization is the rise of massive elec-
tronic financial markets for credit, currency, equity, and commodity fu-
tures. Sassen seeks to specify the difference that digital networks and the
digitizing of financial instruments make to transboundacy financial mar-
kets that have been part of modern capitalism since its beginnings. What
is new about the type of digital formations usually referred to as electronic
markets is not only their much noted speed of operation and scale of con-
nectivity. Perhaps more striking is the extent to which in such markets
complex financial instruments have been developed to guide decision-
making, based on powerful computer processing and algorithms. This in
turn has opened the way for an explosion in financial innovations, most
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famously in the area of derivatives. Sassen contrasts the powerful and re-
source-rich world around global financial markets with the attempts—of
chief concern in Bach and Stark—in the resource-poor world of acrivists,
especially in the global South, to amplify their political effectiveness
through global digital networks. Sassen’s contrast underscores how simi-
Iar tendencies toward interconnectivity and decentralized access can be
associated with quite diverse types of formations because of differences
regarding who and what is mobilized.

The disparity between centers and peripheries is what Garcia studiesin
her chapter. She explores the possibility that digital formations such as
“virtual industrial districts” could be designed based on rural networks
that would allow rural communities to agglomerate resources (knowledge
and material) to overcome their historical disadvantages relative to cities.
Electronic networking holds out considerable hope to rural areas thatare
sparsely populated and therefore do notenjoythe advantages of urbanre-
source concentration, a sharp contrast with the flagship networks exam-
ined by Ernst. It will be necessary, Garcia argues, for these networks tobe
“decentrally” organized and inclusively interactive. Further, and crucially,
these networks will have to be based on the imaginative construction of
electronic spaces through innovative software development that, in effect,
produces virtual cities.

The design of information technologies to integrate wide geographical
regions is not limited to the economic realm. Cederman and Kraus cen-
centrate on the effort of the European Union to construct a “commu-
nicative space” that would provide a democratic political realm, if not
public sphere, for their Union. The hope is that within such a space in-
formation can be accessed and disseminated, conversational networks
around policies initiated, and decisions influenced by such processes. The
authors examine the assumptions underlying such an ambitious digital
formation, drawing on an analysis of the rise of national polities. They
force us to contemplate whether or not digital formations are relevantto
such large-scale political projects, the vast stakes of which are defned up-
front by designers. In contrast, tbe purposes of the very large-scale cen-
versations examined by Sack seem to emerge organically.

Finally, Guthrie squarely confronts the relations between many of the
digital formations mentioned above and the national polity—in his case
China—not just as a model of formasion, but as a field of transforma-
tion. Emerging networks of firms, knowledge communities among ac-
tivists and educational institutions, and electronic social networks are
among the formations touched on by Guthrie in his detailed analysis of
effects on sovereignty, economic change, and the development of Chinese
civil society,
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Sociodigitization

There is nothing unique about digital formations being constituted by
configurations of organization, interaction, and space. The same could be
said about households, corporations, cities, states, nations, empires, or a
dozen other social entities that populate modernity. What distinguishes
digital formations besides their newness (as defined above) is their basis
in digital technology. While a corporation, for example, can digitize its
operations to a great extent, it is only when it becomes a “virtual cor-
poration” that it can be said to owe its existence to the digital. In con-
trast, the global flagship networks portrayed by Ernst from the start are
founded on digital technologies. We can imagine a GFN organized around
nondigital information technologies, but it would no longer have the dis-
tinctive qualities that digitization entails, as we outlined above, and no
longer represent a digital formation.

The fact that digital formations are grounded in information technolo-
gies raises the question of the relationship between the digital and nondig-
ital. Central to this volume is the notion that it is not enough to focus on
the digital. Crucial are the contexts and fields of social life, from finance
to the environment of which digital formations are a part. Indeed, what
is especially interesting about Ernst’s chapter is not necessarily the work-
ings of GFNs per se, but their relationship to the corporations and
economies with which they are imbricated. Viewed in this way, the process
of digital formation depends on the dynamics at play in the links between
the digital and nondigital.

We believe the best way to view that process is through a concept we
call “sociodigitization.” This denotes the rendering of facets of social and
political life in a digital form. These facets can vary from discourse about
political events (Sack) and interpretations of conflicts (Alker) to regional
economic practices (Garcia) and policy positions (Cederman and Kraus).
“Digitization” as a concept has been around for some time as it is closely
associated with the efforts of librarians, publishers, artists, and others to
convert analog content to digital form.?# The qualifier “socio” is added
to distinguish from the process of content conversion, the broader process
whereby activities and their histories in a social domain are drawn up into
the digital codes, databases, images, and text that constitute the substance
of a digital formation. As the various chapters below show, such drawing
up can be a function of deliberate planning and reflexive ordering or of
contingent and discrete interactions and activities. In this respect as well,

28 There is a considerable literature on digitization linked to archiving and library sci-
ence. See in particular Saxby (1990).

INTRODUCTION 17

sociodigitization differs from digitization: whatisrenderedin digital form
is not only information and artifacts but also logics of social o rganization,
interaction, and space as discussed above. Ultimately, the char acter of dig-
ital formations depends on the social relationships, practices, institutions,
and organizations that feed sociodigitization.

The drawing up of facets of social life into information systems is at
least as old as writing itself and has been tied to processes ©Of state for-
mation as records, maps, and statistics produced potent forrms of social
knowledge.?? Sociodigitization is on one level continuous with this long-
standing development of social knowledge based on paper. Bur it strays
from it because it allows actors other than states (and firms, sirace the early
twentieth century) to generate, organize, and distribute subs tantial bod-
ies of social knowledge. The most notable actors are the NGOs and so-
cial movements discussed in the chapters by Bach and Stark andSassen.
But the same can be said about the conflict experts in Alker's chapter; the
researchers in Latham’s; the software developers in Weber’s; z1nd the pri-
vate citizens in Sack’s.

What underlies the discontinuity of sociodigitization with past infor-
mation media is the manipulative capacities engendered by cligital tech-
nologies. Information and knowledge are subject to far grea ter level s of
computation and organization. There are not only, as pointed outabove,
the complicated algorithms at play in the financizl realm, but alsothe al-
gorithms for producing semantic codes and structures explored by Sack.
Asincreasingly sophisticated forms of manipulation and computation are
put in the reach of nonstate actors through software, it is far from clear
where disruptive practices and politics will go. Open-source d evelopment
is so full of disruptive potential exactly because it can place control over
augmentation into private and nonstate hands.

Another notable difference is the capacity to transiocate i nformation
(of varying amounts) in digital form among various contexts. 39 This is a
key to the mobility of knowledge described by Sassen. We see some of the
implications of this mobility in the chapters by Ernst and by Bach and
Stark. Ernst refers explicitly to the importance in GFNs of the modular-
ization of knowledge, which allows for various units or nodes to work in
a knowledgeable way on discrete portions of an economic p rocess such
as production.

It is impossible at this time to know what shape sociodigitization will

29 Michel Foucault (1977) opened our eyes to this process. See also James Scott (1998)
for a wide-ranging integrative perspective on relevant research and analysis i n this area.

30 Thepointis not to claim wholly new practices and capacities as these thi ngs were done
prior to digitization. Innis (1951), for instance, differentiates the effects of w ritingon light
media such ag parchment from say stone based on the mobility the former a ffords. Differ-
ences regarding the digital are of degree, aggregating into differences of kind.
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take in the future, and with what implications. The character of the in-
formation involved will likely be critical to developments and our under-
standing of them. On the one hand is the basic issue of the scope of in-
formation: what data will be drawn up into what formations. On the
other is the question of the effects of that information, which depends to
a large extent on how such information finds its way into evaluative state-
ments that shape perceptions and actions.?! As new algorithms are de-
veloped, they will open up new forms of information manipulation, ag-
gregation, and distribution around which also new digital formations
might emerge.

Analytic Operations

Three types of analytic operations allow us to factor in the intersection of
digital technologies and social logics. These analytic operations should
hold whether these technologies are derivative, transformative, or consti-
tutive. They should hold for a broad range of specific instances of the in-
tersection between society and technology. And they should hold for a va-
riety of analytical frameworks. This would include framings in terms of
independent-dependent variables, but also strategies that aim at captur-
ing imbrications and mutual interaction. Again, these analytic operations
can themselves conceivably assume multiple forms. We have opted for
three such operations, sufficiently complex as to accommodate a broad
range of outcomes. We specify these as a first approximation for consti-
tuting digital formations as an object of study. Constructed as objects of
study, digital formations can then also function as analytic categories.
Each chapter in this volume represents an elaboration of a particular type
of digital formation and illustrates a particular research strategy and
theoretico-empirical specification.

At the most general level we want to emphasize the importance of
analytic categories and frames that allow us to capture the complex im-
brications between the capacities of digital technologies—specifically
computer-centered interactive technologies—and the contexts within
which they are deployed or used. A second set of analytic operations con-
cerns the mediating practices and cultures that organize the relation be-
tween these technologies and users. Until quite recently there was no crit-
ical elaboration of these mediations. The dominant assumption was that
questions of access, competence, and interface design captured the full set
of mediating experiences. A third set of analytic operations is aimed at

31 This formulation integrates the discussion of information in the chapters by Latham
and Sassen.
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recognizing questions of scaling, an area where these particular tech-
nologies have evinced enormous transformative and constitutive capabil-
ities. In the social sciences, scale has largely been conceived as a given or
as context and has, in that regard, not been a critical category. The new
technologies have brought scale to the fore precisely through their desta-
bilizing of existing hierarchies of scale and notions of nested hierarchies.
Thereby they have contributed to launch a whole new heuristic, which,
interestingly, also resonates with developments in the natural sciences
where questions of scaling have surfaced in novel ways. The next three
subsections develop these issues very briefly.

Digital/Social Imbrications

As a ficst approximation we can identify three features of this process of
imbrication. To illustrate we can use one of the key capabilities of these
technologies, that of raising the mobility of capital and thereby changing
the relationship between mobile firms and territorial nation-states. This
is further accentuated by the sociodigitization of much economic activity.
Digitization raises the mobility of what we have customarily thought of
as barely mobile and renders mobile much of what we had considered im-
mobile. Digitization can liquefy the nondigital. Once digitized, an entity
can gain hypermobility—instantaneous circulation through digital net-
works with global span. Both mobility and digitization are usually seen
as mere effects or at best functions of the new technologies. Such con-
ceptions erase the fact that achieving this outcome requires multiple con-
ditions, including such diverse ones as infrastructure and changes in the
law.

The first feature is, then, that the production of capital mobility and
the process of digitization requires capital fixity: state of the art built-
environments, a professional workforce on the ground at least some of
the time, legal systems, and conventional infrastructure—from highways
to airports and railways. These are all partly place-bound conditions.
Once we recognize that the hypermobility of the instrument had to be p »o-
duced, we introduce nondigital variables in our analysis of the digital.
Such an interpretation carries implications for theory and practice. For
instance, it becomes quite evident that simply having access to these
technologies is not enough: it will not necessarily alter the position of
resource-poor countries or organizations in an international system with
enormous inequality in resources.32

32 Much of the work on global cities (Sassen 2001) has been an effort to conceptual ize
and document the fact that the global digital economy requires massive concentrations of
physical and social resources in order to be what itis. Finance is an imporant intermediary
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A second feature that needs to be recovered here is that the capital fix-
ity needed for hypermobility and digitization is itself transformed in this
process. The real estate sector illustrates some of these issues. Financial
services firms have invented instruments that represent the value of real
estate. This liquefies real estate, thereby facilitating investment and circu-
lation of these instruments in markets other than the property market.
While real estate remains very physical, this physicality has been trans-
formed by its representation in highly liquid instruments that can circu-
late in global markets. It may look the same, it may involve the same
bricks and mortar, it may be new or old, but it is a transformed entity.

These two properties signal that the hypermobility gained by an object
through digitization is but one moment of a more complex condition.
Representing such an object simply as hypermobile or as fixed is, then, a
partial representation since it includes only some of the components of
that object. The nature of the place-boundedness of this type of fixed
capital differs from what it may have been one hundred years ago when
it was far more likely to be a form of immobility. Today it is a place-
boundedness that is, in turn, inflected or inscribed by the hypermobility
of some of its components, products, and outcomes. Both capital fixity
and mobility are located in a temporal frame where speed is ascendant
and consequential. This type of capital fixity cannot be fully captured
through a description confined to its material and locational features
(Sassen 2001: chaps. 2 and 3).

A third feature in this process of imbrication can be captured through
the notion of the social logics organizing the process. Many of the digital
components of financial markets are inflected by the agendas that drive
global finance, and these agendas are not technological per se. The same
technical properties can produce outcomes that differ from those of elec-
tronic financial markets (see Sassen, this volume). Much of what we think
of when it comes to electronic space would lack any meaning or referents
if we were to exclude the nondigital world—cultures, material practices,
systems of law, and imaginaries. It is necessary to distinguish between the
technologies and the digital formations they help make possible.

In this regard, then, sociodigitization is multivalent. It brings with it an
amplification of both mobile and fixed capacities. It inscribes the non-
digital but is itself also inscribed by the nondigital. The specific content,
implications, and consequences of each of these variants are empirical
questions, and are objects for study in their own right. So are what is con-
ditioning the outcome when digital technologies are at work and what is

in this regard: it represents a capability for liquefying various forms of nonliquid wealth and
for raising the mobility {i.e., producing hypermobility) of that which is already liquid. But
to do so, even finance needs significant concentrations of nondigital resources.
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conditioned by the outcome. We have difficulty capturing this rmultivalence
through our conventional categories, which tend to dualize at1d posit mu-
tual exclusivity: an entity is either fixed or mobile. The examp le of real es-
tate signals that the partial representation of real estate throu gh liquid fi-
nancial instruments produces a complex imbrication of the digital and
nondigital moments of that whicb we continue to call real estate. And so
does the partial endogeneity of physical infrastructure in electronic finan-
cial markets. Finally, capturing the imbrications of the digical with the
nondigital allows us to capture this endogenizing of the social in the digital.

Mediating Practices and Cultures

One consequence of the above developed proposition about electronic
space as embedded and not exclusively technological is that the articula-
tions between electronic space and users—whether social, political, or
economic actors—are constituted in terms of mediating cultures. Use is
not simply a question of access and understanding how to use the hard-
ware and the software. The mediating cultures through which use is con-
stituted result partly from the values, projects, power systems, and insti-
tutional orders within which users are embedded.

There is a strong tendency in the literature to assume use to be an un-
mediated event, an unproblematized activity. There is in fact much more
of a critical literature when it comes to questions of access than there is
about cultures of use.33 At best, recognition of a mediating culture has
been confined to that of the “techie,” one that has become naturalized
rather than recognized as one particular type of mediating culture. Beyond
this thick computer-centered use culture, there is a tendency to flatten the
practices of users to questions of competence and utility. From the per-
spective of the social sciences, use of the technology should be problema-
tized rather than simply seen as shaped by technical requirements and the
necessary knowledge, even as this might be the perspective of the com-
puter scientist and engineer.

Use—to be distinguished from access—is constructed or constituted in
terms of specific cultures and practices through and within which users
articulate the experience and/or utility of digital technology. Thus our
concern here is not purely with the technical features of digital networks
and what these might mean for users, nor is it simply with the impact of
digital technology on users. The concern is, rather, with this in-between
zone that constructs the articulations of users and digital technology.

33 There are of course important exceptions, notably the work by Dale Eickelman and
Jon Anderson (1999) on how these technologies get used by, for instance, scholars of the
Koran.
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The practices through which use is constituted partly derive their mean-
ings from the aims, values, cultures, power systems, and institutional or-
ders of the users and their settings. These mediating cultures also can pro-
duce a subject and a subjectivity that become part of the mediation. For
instance, in open source networks (see Weber), much meaning is derived
from the facr that these practitioners contest a dominant economic-legal
system centered in private property protections; participants become ac-
tive subjects in a process that extends beyond their individual work and
produces a culture. The kinds of rural-user-oriented networks examined
by Garcia partly result from an awareness of long-term historical and in-
stitutional disadvantages of rural areas compared to urban areas and an
orientation toward overcoming this disadvantage. There are multiple
ways of examining the mediating cultures organizing use. Among others,
these can conceivably range from small-scale ethnographies to macrolevel
surveys, from descriptive to highly theorized accounts, from a focus on
ideational forms to one on structural conditions.

The Destabilizing of Older Hierarchies of Scale

Key technical properties of digital networks are contributing to destabi-
lize current formalized hierarchies of scale. These hierarchies, mostly dat-
ing from the period that saw the consolidation of nation-states and the
interstate system, continue to operate and remain prevalent. They are typ-
ically organized in terms of institutional scope and relative territorial size:
from the international, down to the national, the regional, the urban, to
the local, with the national scale as the main articulator of the other scales.
Today’s rescaling dynamics cut across institutional scope and across the
institutional encasements of territory produced by the formation of na-
tional states (Taylor 2000; Brenner 1998; Ruggie 1993; Sassen 2004).
This does not mean that the old hierarchies disappear, but rather that
rescalings emerge alongside the old ones and that these can trcump the lat-
ter. This is partly because the practices and objectives of key political and
economic actors are beginning to operate at, and thereby contribute to
constituting, subnational and global scales where before they might have
been confined to the national domain. Further, new types of scalar actors
and objectives have emerged.

Existing theory is not enough to map the multiplication of practices and
actors that are constituting these rescalings. Included are a variety of non-
state actors and forms of cross-border cooperation and conflict—global
business networks, the new cosmopolitanism, NGOs, diasporic networks,
and transboundary public spheres. Several critical scholars have shown us
how the disciplines concerned with transboundary or international pro-
cesses tend to remain focused on the scale of the state at a time when we

INTRODUCTION 23

see a proliferacion of nonstate actors, crossborder processes, and associ-
ated changes in the scope, exclusivity, and competence of state authority
over its territory. 34

With few exceptions, found most prominently in a growing scholarship
in geography, the social sciences have lacked critical distance from the
scale of the national. The consequence has been a tendency to scale as
fixed, reifying it, and, more generally, to neutralize the quest ion of scal-
ing (or at best to reduce scaling to a hierarchy of size). Associated with
this tendency is also the often uncritical assumption that these scales are
mutually exclusive, most pertinently for the argument here, that the scale
of the national is mutually exclusive with that of the global. A qualifying
variant in the scholarship, though of a very limited sort, canbe seen when
scaling is conceived of as a nested hierarchy. The types of developments
we focus on in this volume bring to the fore the historicity of scales and
the limits of nested hierarchies.?S

Digital nerworks strengthen the multiscalar character of many social
processes, particularly processes thatdo not fit into nested hier-archies. An
example of such a multiscalar system is the combination of the far-flung
network of affiliates of a multinational firm and the strategic system-
integration and management functions that tend to be concentrared in a
very limited number of cities (e.g., Taylor et al. 2002).3¢ This is a multi-
scalar system operating not only at a self-evident global scale, but also at
a horizontal global scale (the network of affiliates). The latter is consti-
tuted as one step in a process of vertical integration, but it has its own
scalar specificity, and it is useful to recognize its distinctiveness. It does
notmerely scale upward because of new communication capa bilities that
allow it to expand the scope of operations, going from local to global.
Nor is it nested in a hierarchy of scales. Conceptualizing such systems en-
tails distinguishing (1) the various scales that are constituted through
global processes and practices,3” and (2) the specific contents and insti-
tutional locations of this multiscalar globalization.*8

Narrowing the discussion of scaling to the formation of transboundary
domains, we can identify four types of scaling dynamics in the constitu-
tion of global digital formations. These four dynamics are not mutually

34 Examppks indude Taylor (2000), Cerny (2000), Fergusoa and Jones (2002), Hall and
Bierstaker (2002), a nd Walker (1993).

35 At the same time, it is im portant to recognize the risks of reification conmined in. ex-
clusively scalar analyticsin that itcan lead w disregarding the thick and partic ularistic forces
that are part of these dynamics (e.g., Amin 2002; Howitt 19%3).

36 Gee also the research network on globalization and world cties (GaWC) at heep://
www.lbor 0.ac.uk/ga wc.

37 See, for exam ple, Taylor (2000), Swyngedouw (1997), and Asnin and T hrift (1994).

38 Gee, for exam ple, Massey (1993), Hewitt (1993), Jonas (1994), and Brenner (1998).
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exclusive, as becomes clear when we use the example of what is probably
one of the most globalized and advanced instance of a digital formation,
electronic financial markets. A first type of scaling dynamic is the forma-
tion of global domains that function at the self-evident global scale. Other
instances might be some types of very large-scale conversations that are
indeed global (Sack) and the knowledge spaces examined by Bach and
Stark.

A second type of scaling can be identified in the fact that local practices
and conditions become directly articulated with global dynamics, not hav-
ing to move through the traditional hierarchy of jurisdictions. Electronic
financial markets also can be used as an illustration here. The starting
point is floor or screen-based trading in exchanges and firms that are part
of a worldwide network of financial centers (e.g., Knorr-Cetina and Brueg-~
ger 2002). These localized transactions link up directly to a global elec-
tronic mar ket. What begins as local gets rescaled at the global level. Sim-
ilarly, we see this in the case of very large conversations (Sack), where the
interaction of individual interventions leads to the formation of a space
that can be global.

A third type of scaling dynamic results from the fact that interconnec-
tivity and decentralized simultaneous access multiplies the cross-border
connections among various localities. This produces a ver y particular type
of global digital formation, one that is a kind of distributed outcome: it
resides in the multiplication of lateral and horizontal transactions, or in
the recurrence of a process in a network of local sites, without the aggre-
gation that leads to an actual globally scaled digital formation as is the
case with electronic markets. Instances are open source software com-
munities (Weber), the early warning systems described by Alker, and the
activist networks described by Sassen.

A fourth type of scaling dynamic results from the fact that global digi-
tal formations can actually be partly embedded in subnational sites and
move between these differently scaled practices and organizational forms.
For instance, the global electronic financial market is constituted both
through electronic markets with global span and through locally embed-
ded conditions, namely, financial centers and all they entail, from infra-
structure to systems of trust (Zaloom 2005). So are the global communi-
cation flagships examined by Ernst.

The new digital technologies have not caused these developments, but
they have in varable yet specific ways facilitated them and shaped them.
The overall effect is to reposition the meaning of local and global (when
internetworked) in that each of these will tend to be multiscalar. For ex-
ample, much of what we might still experience as the “local” (an office
building or a house or an institution right in our neighborhood or down-
town) actually is a microenvironment with global span insofar as it is in-
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ternetworked. Such a microenvironment is in many senses a localized en-
tity, butit is also part of global digital networks that give itimmediate far-
flung span. To continue to think of this as simply local may not alwvays be
very useful. It is a multiscalar condition.

Design

Conjectur es about the future are often part of analyses of contemporary
developments around IT. The analytical operations discussed above and
the chapters in this volume are no exception. However, we distinguish
conjectures about the future overall shape of societies from conjectures
about specific realms of human activity.3? Conjectures of the latter sort
can be understood through the lens of design. As Herbert Simon {1996:
114) so simply put it, design is about “devising artifacts to obtain
goals.” Design for ces contemplation of the future. In thinking about dig-
ital formations, the authors confront design because what they are
studying is formative. It might indeed be the case that digital formations
are more variable than many other formations—especially those an-
chored in geo-corporeal space such as cities—because theyare (as picto-
textual forms) highly susceptible to (re)configuration. Design is thus al-
ways proximate. This places each chapter at the edge between—to use
well-worn but problematic terminology—normative and positive analy-
sis, with the former focused on aims and values in social life; the la tter,
on insights into the workings and history of social fabrics.*® Evenif an
author did not start self-consciously thinking about design, under-
standing what is at stake in formations requires thinking through the
possibilities and trajectories of their development, and what those tra-
jectories impinge on.

Design does not sit easily within social science; the latter tends to force
a division between normative and positive analysis. When the termdesign
is used in social science ittypically denotes strategies for the ef fective con-
struction of social artifacts such as institutions.*! While this is a mean-
ingful use of the term, it problematizes the object of design rather than
the category of design itself. One way the latter happens in the chapters
that follow is through the analysis of the process of design. This is most
visible in Weber’s study of open source software design. Sack, in turn, ex-
plores the possibility of direct involvement in design by offering tech-

3% An example of such a social vision is Negroponte (1994).

40 The chapters vary regarding the degree to which they confront design. Guthrie does
so the least, Alker and Sack the most.

41 A recent example is a special issue of International Organization (2001).
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nologies of social analysis that can become a part of the architecture
of the very large-scale conversations he studies. Alker, in turn, thinks
through what a design process bearing on the organization and applica-
tion of knowledge can look like, emphasizing that the possibilities of re-
designing narrative structures must be incorporated into a formation from
the start.*? Bach and Stark also highlight the importance of redesign as
they consider ongoing processes of translation and negotiation in activist
knowledge communities. Redesign is often critical for electronic activism
in the global South if bandwidth-intensive formats for information from
the global North are to be used (see Sassen).

Goals and values in design are generally articulated in this volume
through the conceptual optic of the social purpose of digital formations.
This comes out the strongest in Garcia’s chapter, where she explores the
terms upon which digital networks can serve the purposes of rural eco-
nomic development. She forces us to think not only about who might con-
trol design processes—and thus shape digital formation—but also how
such control might be enacted through international regimes, regional co-
operatives, or some other governance form.*3

Limits and Logics of Formation

Processes of design and sociodigitization do not unfold in a vacuum. They
run up against an array of conditions and forces. For convenience sake,
we can divide such forces and conditions into those that are endogenous
to digital formations and the technologies they entail and those that are
exogenous.** Endogenous conditions and forces are wide ranging. One
set has to do with the character of technological change and sociotechni-
cal systems. For example, not all moments in technological development
are equally propitious for designs or susceptible to digitization. Garcia
claims that today the rapid set of IT innovations associated with the
1990s’ boom created an open moment for rethinking uses and applica-
tions of technology. The implication is that other moments might be less
open and inopportune. Another related endogenous condition stems from

42 This is consistent with Herbert Simon’s (1996: 165) strategy for avoiding teleology:
any given design is only ultimately a platform for further design.

43 We do not mean to imply that digital formation can be controlled or thar what actu-
ally forms is the result of conscious planning. Controlling or governing processes of design
is only one factor in determining the process of digital formation. Cederman and Kraus un-
derscore the limits of design in the case of the EU’s pursuit of a communication space.

“4 This division is for heuristic purposes, recognizing that, in practice, any force or con-
dition likely has both exogenous and endogenous aspects. We are pointing to tendencies and
salience.
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aspects of a sociotechnical system that may render it unresponsive to de-
sign ambitions. Latham argues that the Internet system leaves little room
for “legislating” social purpose at the overall system level because—as a
dumb network—the Internet offers few means of control at the global
level.

More internal to the social configuration of digital formations are ten-
sions that can emerge across the three key dimensions of interaction, or-
ganization, and space. Such tensions can arise as a function of change in
one dimension that undermines or challenges structures and practices
in another dimension. A new pattern of interaction, for instance, can be
inconsistent with existing organizational strategies honed in an earlier pe-
riod. Tensions between dimensions are found throughout this volume. A
particularly clear illustration is in Ernst’s chapter. He shows how new in-
terfirm interactions can challenge previously organized relations among
firms in a global flagship network.

Tensions can also emerge within the very logics of formation, as vari-
ous configurations of interaction, organization, and space exhibit both
distributed and concentrated tendencies. Ernst writes of “concentrated
dispersion” within GFNs; Garcia, of strategies of rural concentration
countering a history of deconcentration; Latham, of the concentration
that can emerge out of distributed internetwork relations; and Weber, of
the concentration of authority that attaches to leaders in open source
communities. Sassen makes the double movement of concentration and
distribution central to her chapter.** This double movement occurs on
two levels. One is within the global inancial realm; the other between the
relatively concentrated world of global finance and the comparatively dis-
tributed world of transnational activism. The latter can, of course, also
exhibit its own forms of concentration, as hinted at by Bach and Stark.

The double movement is important because processes of concentra tion
force us to ask questions about who or what governs digital formations,
and what is drawn up into them via sociodigitization and on what terms.
It bears directly on issues of leadership, authority, and hierarchy that are
crucial to thinking through these questions.

Endogenous conditions are important and interesting. But processes of
design and sociodigitization are also shaped by exogenous forces. This is
not only because digital formations are embedded in social contexts that
determine their very social character, but also because sociodigitization is
so dependent on the fields of human endeavor and activity thatirdraws
upon. As we have defined it, a digital formation cannot subsume a gi ven

45 This parallelssome of the dynamics posited by Sassen’s analytic construct ofthe gl obal
city (2001), which gains its specification precisely because a massively distributed global
economy requires points of concentration.
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area of activity. There should always be aspects of human life “outside”
its boundaries, whether such life is ready to enter through digitization or
remain in the frontier zone of a formation. Even in such an IT-focused
arena as the open source movement, Weber shows how crucial are so-
cioemotional factors such as prestige, trust, leadership, and norms that
draw on a host of realms of human interaction from family to work.

Especially important in social contexts are the deep institutional and
historical trajectories that digital formations bump up against. Cederman
and Kraus point to the trajectories of democratic state formation in Eu-
rope that are not easily transcended by new electronic communicative
space; Sassen, to the institutionalized practices and rules of global finance
and the technical constraints faced in the global South; Ernst, to the trans-
formations in economic life around liberalization; Garcia, to the deep-
seated histories of rural zones in national, regional, and global economies;
Alker, to the habits of knowledge around conflict; Weber, to the tension-
filled intersection of open source practices with longstanding institutions
of property and logics of production; and Latham, to the institutional
power of state telecom agencies. Guthrie’s chapter makes the intersection
of historico-institutional trajectories central to his analysis, as he argues
for the importance of preexisting institutional change in shaping political
and economic outcomes relating to IT in China.

Ultimately, we can understand that this line of argument is, in some re-
gards, about the limits to IT and digital formations as forces of transfor-
mation (something argued quite explicitly in the chapters by Cederman
and Kraus and by Guthrie). From our vantage point the identification of
limits is a crucial step in understanding a phenomenon because it helps us
see its boundaries and, with better accuracy, the way it is intertwined in
social life.

We find that the concept of digital formation helps us think more pro-
ductively about information technology as a social force. It tells us that IT
itself is not a stable causal force but part of a process of social formation.
Technologies are always in use or, as Latour (1987) says, “in action.” The
Internet, for instance, stands for a moving, mobile ensemble of uses, social
entities, logics, tensions, and practices. But that does not mean IT is not a
force shaping political, social, and economic life. The point is to recognize
that IT does so in and through social entities such as the digital formations
considered in this book, which are themselves part of broader social fab-
rics. It is this embedment that allows technologies to have effects across
contexts and domains. In turn, we get to see more clearly how the struc-
tures and logics found in those social fabrics shape IT.

Digital formations as a category also helps us think about how specific
configurations of organization, interaction, and space can emerge across
national boundaries bearing on quite different issues, from economics to

I
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education. As research in this area moves forward, scholars should bene-
fit from keeping in mind the tensions and limits that such emergence can
encounter. And by making design more central to social science, scholars
might open new ways to think about the social purpose of technologies.
We believe that the chapters that follow are an important step toward
such an analytical vision.

Conclusion

This volume is focused on digital information and communication struic-
tures that arise out of the intersection of technology and society. We use
the construct “digital formation” to capture this outcome, one shaped
both by endogenous technical properties and by endogenized social log-
ics. There are multiple instantiations of this intersection, and these con be
organized into several types of digital formations. Electronic Networks,
communities, and markets are familiar types to social scientists,andthey
are central to the various chapters in the volume.

Constituting the object of examination as a digital formation requires
us to go beyond the notion that to understand this intersection we can
confine analysis to the impacts of these technologies o7 society. Impacts
are only one of several forms of intersection. Others have to do with the
constitution of new domains and with major transformations in old do-
mains. Thus the locus of intersection can be variously conceived, ranging
from conceptualizations in terms of independent and dependent variables
tothe specifying of new objects for study. Constructing digital formations
as an object of study entails several tasks, some covered in this chapter
and others in the rest of the volume. In this chapter we sought to construct
an object of study—digital formations—and to specify its locationin a
conceptual field that allows us to capture both endogenous technical
properties and endogenized social logics.

There are several analytic vocabularies that can be used or constructed
to engage in this type of study. Identifying and constructing such vocab-
ularies is part of the conceptual mapping of this field of inquiry andispart
of the effort to generate research agendas on the subject. Each of the cha p-
ters contains a distinct vocabulary and is focused on a distinct puzzle or
theme. We decided to go for a broad range of cases rather than one theme
and multiple treatments, a decision that some might find problematic.
Even if broad, the range of cases is clearly not exhaustive. It is impossible
to cover the full range of pertinent themes. Qurs is one possible selection.
We look forward to the suggestions of our critics as to other options, not
included here. We consider this volume one contribution to an emergent
field of inquiry.
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Recombinant Technology and New Geographies
of Association

JONATHAN BACH AND DAVID STARK

Introduction

Forms of social organization trade on the illusion of permanence while
constantly renegotiating their relationships; their stability restsin part on
their ability for transformation. The global state system is a famously rei-
fied form of social organization, its defining doctrinal characteristic of
state sovereignty based on an increasingly anachronistic single-point per-
spective (Ruggie 1993: 159). Today the social ordering functions of state
sovereignty are under duress, global issues exist beyond the control ofa ny
one state, and the global political system is undergoing a significant traris-
formation. Global political space is increasingly defined by networksthat
operate fluidly; enhance flows of money, people, commodities, ideas,a nd
weapons; and accelerate trends. At the core of this oft-noted phenome-
non of spatio-temporal compression is the co-evoluticn of organizational
forms with interactive technologies (IT), a process that rearranges the
ways firms produce, states fight wars, and people structure their lives.
Changes to the organization of global political space are symbiotically
linked to the emergence of new organizational forms of our epoch.
These forms, whether benign or malevolent, reflect a shift from the hi-
erarchical, bureaucratic concept of “mass” (mass production, mass me-
dia) to distributed, networked forms of production and communicaton.
It is within this shift that the bones of the sovereign state system creak
while trying to regulate transborder flows with institutions evolved toreg-
ulate life within territorial borders And it is within this shift that nonstate
organizations (of all kinds) emerge to reterritorialize transborder flows in
various ways (Sassen 1998; Strange 1996). Nongovernmental organiza-
tions (NGOs) are one of the most complex nonstate actors to emerge in
this process, engaged directly or at the margins in the transformation
of national, international, and transnational political space. NGOs are
boundary objects, drawing upon their ambiguous status along the public-
private spectrum to operate as informal shapers of internationalnorms in
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both oppositional and partnership modes. NGOs can be seen historically
as an effect of the state system, drawing their legitimacy from claims to
represent civil society and addressing issues that requice state intervention
(Toulmin 1994). As the organization of global political space changes to
contend with global governance issues, however, NGOs have become new
actors seeking to confront the diversification and reproduction of the de-
centralized, distributed power that was once considered the domain of the
sovereign state (Sassen 1999).

NGOs’ expanded role has been enhanced through their use of interac-
tive technology, and many NGOs have rushed to embrace and encourage
the use of interactive technology, with mixed results. Conventionally, the
role of interactive technology is thought of as a tool to improve existing
functions. In this chapter we take up the relation of interactive technol-
ogy to NGOs from a different angle: what is often called information tech-
nology is less a tool to be correctly applied than a logic of interaction that
contains within it a new relationship to organizational innovation. Our
approach is part of a growing body of social science research that seeks
to overcome the artificial divide between “society” and “technology™ by
viewing the social as consisting of humans and nonhumans (objects,
things, artifacts).! Accordingly, new technologies do not simply allow or-
ganizations to communicate faster or to perform existing functions more
effectively, they also present opportunities to communicate in entirely new
ways and to perform radically new functions. Especially because these
technologies are interactive, their adoption becomes an occasion for in-
novation that restructures interdependencies, reshapes interfaces, and
transforms relations.

The first section below addresses the relation of interactive technology
to NGOs and argues that the commonly employed information broker
model is insufficient to understand how the multiplicative properties of
the Internet are changing the form and function 0of NGOs. The second sec-
tion argues that the dynamics of collaboration afforded by interactive
technology are resulting in new associative relations as NGOs move from
pseudo-autarky to collaboration, a change that enables their structural
role in globalization to become increasingly prominent.

1 This approach draws on the work of French sociologists Michel Callon (1998) and
Bruno Latour (1991) and social sciensists in the United States who have been working with
similar conceprs. Hutchins (1995), for example, argues that cognition is distributed across
a network of persons and instruments. Suchman’s (1987) pathbreaking work on human-
machine interaction similarly resonates with the work of Callon and Latour and provides
the basis for further studies on distributed design.
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Elective Affinities?

At first glance NGOs possess a supetficial isomorphism with the perceived
properties of interactive technology, since for many NGOs th € concept of
network is closely intertwined with their operational logic. ¥/hen viewed
mainly as a tool for processing information, interactive t:¢- hnology in-
creases NGOs’ communication and facilitates networking by~ enhancing
the core tasks of getting information to constituents, channe {ing and in-
terpreting information from varied sources, aggregating infor-mation and
demands, transmitting them to diverse audiences, and mob ilizing indi-
viduals and groups.? Interactive technology thus seemed idea for lowver-
ing transaction costs, increasing participation and impact, and streamlin-
ing operations. The democratic rhetoric that accompanied the early y ears
of the Internet was also a strong plus for NGOs—social and organiza-
tional change could be seen as complementing each other.

It would be an error, however, to see NGOs as having anel ective a ffin-
ity with interactive technology, and then to use this a priori affinity to
claim that NGOs plus IT equals new organizational forms capable of
transforming global space if only the forces of friction are sufficiently
overcome. This, however, is the undertone that pecvades much popular
discussion about NGOs. Technology is often appended to a c onstellation
of factors that are used to explain the recent growth and prominence of
NGOs, such as the retrenchment of the welfare state, the end ofthe cold
war, and a rise in private donations (Lindenberg and Bryant 2€101: §—12).
Innearly all of these scenarios, interactive technology appears inadiffu-
sionist fashion as either speeding up the process, presenting obstacles, or
both. In these representations NGOs’ use of interactive technology is dis-
cussed within the confines of an information broker model.

The information broker modelis a reasonable and conditiorned reaction
from the age of mass communication and mass production. Modern so-
ciety is organized along lines of access to quantifiable inforrmation bro-
kered between those who have information and those whowantor need
it. It has an hourglass structure, with information passing through the
broker in the middle on the way from A to B, similar to Burt’s (1992)
bridges across structural holes or Latour’s (1987) obligatory passage
points. This can take the ruthless form of a monopolistic cor poration or
the benevolent form of an NGO seeking to spread formerly guarded in-
formation. Structurally, however, brokers work in the same way by ex-
ploiting gaps and, accordingly, gaining rents. They have a vested interest

2 Increased communicarion, however, is in itself not a good. Not everything works bet-
ter with e-mail (O'Mahoney and Barley 1999).
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in maintaining the gap between information producers and consumers.
The affordances of interactive technology can be used to maximize this
brokering role, along with the power (and perils) that comes with it.

NGOs gain power through an enhanced brokering role, even while they
do not mimic those who “hold” power in principle, such as states or
rulers. NGOs’ power can be understood in Latour’s (1986: 273) sense,
where power accrues to “those who practically define or redefine what
‘holds’ everyone together.” Engaging in this practical redefinition en-
hances NGOs’ power. Transnational NGOs are particularly important in
this respect. To the extent that NGOs become obligatory passage points,
power can be exerted through the discursive production of the subjects
they claim to represent, be they aid recipients, organizations to be in-
cluded in a civil society database, or the creation of a regional identity.3
As Paige West (2001: 29) documents in her study of environmental NGOs
in Papua New Guinea, NGOs use their structural and rhetorical power
‘to discursively produce ‘local peoples,’ ‘indigenous peoples,” ‘peas-
ants’ . . . and have their productions taken very seriously.”4

But since translation is always also misunderstanding, NGOs do not
only produce identities but renegosiate them. And since interactive tech-
nology affords the ability to shift from information as a discrete property
to “knowledge” that requires a knowing subject, there is more out there
than the brokerage model. Much of the literature, however, views tech-
nology as an external actant and therefore misses the way in which intel-
ligence is distributed across actors and artifacts (Hutchins 1995).

Unlike information brokering, where the empbhasis is on possession of
information and rent-seeking, what we call knowledge facilitation em-
phasizes not information per se but communication and distributed in-
telligence. Knowledge, unlike “information,” cannot exist independently
of a subject and cannot be conceived of independent of the communica-
tion network in which it is both produced and consumed (thus blurring
the notion itself of producer and consumer). This does not displace or
solve the practical and epistemological problems occasioned by “infor-
mation” (e.g., how to process large amounts of data, how to insure data
protection, how to ascribe meaning to data), but raises different questions
of an ontological nature. These question the very a priori (diffusionist) as-
sumptions of the institutional and organizational forms that order our
world. As Neff and Stark (2003) show for what they call “permanently
beta” organizations, information technology can enable users and pro-
ducers alike to reshape technology and organizations, blurring the lines

3 This bears similarities to how nonprofits in the United States helped construct the cat-
egories and stigma of welfare recipients (Cruikshank 1999).
4 See also our discussion of meta-NGOs in Bach and Stark (2002).
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between user and producer (or agency and clients) while constituting new
organizational structures.

NGOs themselves transform when shifting their emphasis from bro-
kering information to facilitating knowledge. This could make a differ-
ence for their potential to be genuinely transformative of social structure.
Facilitating knowledge is powerful for forming associations that are not
just linked communities, but what wecan call knowledge communities—
communities that use a recombinant and multiplicative logic of link,
search, interact to sustain themselves and grow.

We refer to this as the logic of link, search, interact to express concisely
what itisaboutinteractive technology—particularly its most widespread
instantiation in the Internet—that makes it resonate deeply in the NGO
community and in so many registers across the globe. This is certainly not
the first technology to enable each of these functions: using a telephone,
you can search by dialing the operator to get “information” and can then
use the same phone to link with a party with whom you interact. Butcon-
sider the popular search engine Google: when it suggests sites to match
your query, it is also performing a search and establishing a link. To pri-
oritize your answer, it considers all the other sites thathavelinked to the
potentially relevant sites that match your query and ranks thern based on
patterns of links (i.e., the site with the highest number of links to them is
considered more relevant). In other words, it searches based on the pat-
tern of links. For the telephone the process of link, search, and interact is
merely additive.® For Google itis multiplicative and recombinatory: each
of these processes forms the basis for the other.

This recombinant technology allows searches not or.ly on the pattern
of links, but also on the pattern of interactions. If you are even a casual
user of Amazon.com, the web site will suggest titles to you based on a
book or CD you are looking at. This is done not by matching terms in the
title or abstract of the book, which would entail a high degree of poten-
tially humorous error, but by tracking patterns of purchase and prefer-~
ences and then using an algorithm to determine that “people who bought
this book also bought. . . .”é The output of Google or Amazon, of course,
is websites or books, while the output of the telephone is interaction with
a person. What if you could harness the properties of the web’s recombi-
natory logic to suggest interaction with people?

This would be desirable even at a merely practical level; the glut of in-
formation available on the web is such that even if you know what you
are looking for, you need a way to find the most relevant information ex-

5 Which is not to downplay linking by itself—after all, we do havea very real use for the
one-to-one technology of the telephone.
6 This form of search is known as collaborative filtering (Gladwell 1999).
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peditiously. Since the creators of all this content are people, not machines,
it stands to reason that asking the right person might be the best way to
find the information you are looking for. Researchers have developed such
“word of mouth” software (one is appropriately named “gab,” as in talk,
but also for Group Asynchronous Browsing) (Wittenburg 1998). But
there is an even more compelling reason to prefer a recombinatory over
an additive approach—when you don’t know what you are looking for
but would recognize it when you find it (e.g., what happens every night
at a singles bar). Unlike finding a phone number from “information,” this
way you find things you did not know and come into contact with peo-
ple whom you do not know. Most people would probably balk at inter-
acting directly with other customers of Amazon, but there are communi-
ties where this would be quite an asset—for example, a doctor who wants
to know who else is treating patients for similar rare diseases or a mem-
ber of an NGO community that wants to share best practices. “During
the Gujarat earthquake,” recounts Paul Mylea, the editor of an NGO
website called Alternet.org that facilitates collaboration among humani-
tarian aid agencies, “a member was based very close to the center—and
they were experienced in drought relief rather than earthquake relief. A
member from our advisory board contacted the member on the ground
because he had experience of earthquake relief and was able to offer ad-
vice and guidance on how to deal with the crisis. They went off site and
spoke on the phone” (Lewis 2001).

Using the patterns of search or interact, one can link social struc-
tures (who knows whom) and knowledge networks (who knows what).
Amazon.com’s collaborative filtering software is a commercial variant of
similar programs such as the aptly named Yenta, Beehive, or the browser
Alexa.” For members of an NGO or nonprofit community, this could help
develop and promote their respective knowledge networks. Working with
a group of 285 such organizations in the Midwest, researchers at the Uni-
versity of Illinois developed a software program that could help the or-
ganizations identify those in the community who shared common or com-
plementary interests and show how they may be directly or indirectly
connected.8 This software, based on a tool called IKNOW, is distinctive
because the users can find out not only “who knows whom” and “who
knows what,” but also “who knows who knows whom,” and “who
knows who knows what” (Contractor et al. 1998).° This works by cap-

7 See, respectively, http://foner.www.media.mit.edu/people/foner/Yenta/; http://info
.alexa.com/; ftp://parcftp.xerox.com/pub/dynamics/beehive.html.

8 PrairieNet communityware can be seen at http://www.tec.spcomm.uiuc.edu/nosh/
prairienet.

2 IKNOW stands for Inquiring Knowledge Networks on the Web. The IKNOW web site
is hetp://www.tec.spcomm.uiuc.edu/nosh/IKNOW,
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turing network data of both knowledge networks (based on lizaks between
actors’ web sites, on common links from their web sites to third party
sites, on similarity in content between different web sites, airad on an in-
ventory of skills and expertise provided by the actors) and communica-
tion networks (based on an inventory of existing task and project links
between them).

From social structures and knowledge networks we thus get at cogni-
tive social structures and cognitive knowledge networks (zuho knows
whom or what). The cognitive perceptions of the members of a knowl-
edge community taken individually may be incomplete orina ccurate, but
together they form a transactive memory system that shares domains of
knowledge (Contractor et al. 1998; Contractor 2000). This hints at a
larger significance for what at first might seem like just a good way to sell
books: communities of knowledge can be not only identified, butalso cre-
ated. IKNOW does not just enable dyadic relationships inthe manner of
personal ads, but also facilitates communities of knowl edge.

In a similar vein, a group of researchers is working on Augmented So-
cial Networks, or ASN. Unlike IKNOW, ASN is not software:. and unlike
Alternet.org, it is not a web site. Rather, ASN seeks to estzbllish amodel
for a “persistent online identity” for individuals moving bet~veen differ-
ent Internet communities. This identity can be the centerp iece for en-
hancing “the power of social networks by using interactive d igital media
to exploit the transitive nature of trust through the principle o £ six degrees
of connection. As a result, people will be able to inforrn thexrnselves and
self-organize more effectively—in non-hierarchical, rhizomaticsocial for-
mations—leading to more opportunities for engaged citizensh ip” (Jordan
etal. 2003: 2). The idea for ASN builds on the work of Robe rt Metcalfe,
whose Metcalfe’s Law holds that “The total value of a netwwork where
each node can reach every other node grows with the square of the num-
ber of nodes,” and on research on Group Forming Networlks by David
Reed, who studied the exponential growth in new, and previously un-
known, types of value created by the online interconnection o f social net-
works. ASN seeks specifically to support civil society and citi zen partici-
pation in governance structures through its model and is developing
software, protocols, open standards, and principles of implemeatation
(Jordan et al. 2003).

The Geography of Association

Whether idealistic, as with ASN, or practical, as with Alternet, the rise of
knowledge communities opens up a space dissimilar to the established
means of communication because it integrates discursive and nondiscur-
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sive elements and in doing so creates a new basis for association. What
we can call an associative space is as much a space within which some-
thing happens as it is a space for something to happen (Johnson 1997).
As a space within which something happens, we can trace empirically the
circulation and creation of knowledge communities. As a space for some-
thing to happen, we can speculate that new forms of social organization,
including new social bonds (Levy 1997: 10-13), will develop on the basis
of a relation to knowledge (for example, by the relocating of ties in social
structures such as the family or the workplace, the valorization of pro-
gramming skills and the mobility of electronic labor, and so forth). Such
a transformation does not imply that knowledge is a function of interac-
tive technology, any more than exchange is a function of capitalism. But
just as exchange acquired specific characteristics under capitalism that be-
came the basis for a complex system, so does knowledge acquire new
characteristics in our age.

Three of these characteristics are of particular importance in understand-
ing how NGOs are embedded in a changing geography where knowledge
is increasing as a resource for creating enduring associations (i.e., as a
source of power). The first is related to the organization of global politi-
cal space, specifically the shift among states and intergovernmental orga-
nizations from a concern about the sanctity of sovereignty to a concern
about the enforcement of universal norms. This can be viewed cynically
or hopefully, through the lens of empire or enlightenment, Certainly not
all governments embrace such a shift (ironically, the United States is fore-
most among the obstructionists while also one of the greatest proselytiz-
ers of universal principles), but an agenda that prioritizes humanitarian,
environmental, and even economic justice issues has established itself as
a global discourse. NGOs were in the forefront in the shift from sover-
eign sanctity to universal norms, particularly in the realms of the envi-
ronment and human rights. The stunning successes of Doctors Without
Borders and the Campaign to Ban Landmines, both of which won the
Nobel Peace Prize, gave NGOs publicity and legitimacy that far surpassed
previous efforts. From a different angle, the anti-WTO protests in Seattle
and similar “antiglobalization” protests from Ottawa to Prague criticized
the distributed modes of production and called attention to the new forms
of connectedness under globalization. In an intriguingly isomorphic fash-
ion the protesters, especially the more radical of them, also used a distrib-
uted logic to achieve their seeming chaotic but well-orchestrated effect:
the weird coalitions of the antiglobalization movement, as Katharine
Viner {(2000) notes, are also wired coalitions.

It is not only protesters, however, that use distributed logic, which can
be seen in the networks formed in support of a variety of causes, such as
humanitarian relief efforts for earthquake and war victims, preserving the
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Arctic wildlife reservation from oil drilling, or pressing for minority
rights. This is the second shift: from decentralized to distributed struc-
tures. Decentralized governing structures emerged to (over) compensate
for the inability of centralized forms of government and market to effi-
ciently provide the resources or results deemed necessary for t he good life,
resulting in privatization or political structures such as subs idianty and
devolution. Decentralized production enabled capital to increase its mo-
bility. But decentralization is an effect. Distribution, on the ot her hand, is
the capacity for a collective actor to act strategically based on an emer-
gent effect of the patterns of association and not on the basi s of a single
person alone, or even a network of humans (Hutchins 199 5; Suchman
1987; Law and Hassard 1999; Girard and Stark 2002). Adopting a dis-
tributed structure does not mean that competition between, or hierarchy
within, NGOs has disappeared. But the isolation of NGOs d i minishes as
networks become increasingly standard operating procedure, especially
when linked by the Internet, as most of them are. This allovws the lever-
aging of knowledge across multiple logics and ordering principles, creat-
ing new opportunities and conundrums, including the thorny problem of
how to make networks accountable.!®

This leveraging of knowledge through distributed cognition allows
NGOs to engage in translation as one of their major functio ns."* How-
ever, since (as Latour reminds us) a site of translation is alway's also a mis-
understanding, it is where negotiations of meaning take place. NGOs oc-
cupy a particularly strategic position in this regard: they work upward
with governments and corporations (e.g., through lobbying, media cam-
paigns, protest, and participation in policy processes) and downward with
local and marginalized populations (e.g., through in-country projects,
training, regranting and consciousness raising). They thus are ina posi-
tion to embody the tension between diffusion and translation. This cor-
responds to a third shift, this time in the analytical methodology that in-
forms (social) scientific development from what Latour identified as a
diffusion model to a model of translation (Latour 1986: 26 6-69). The
diffusion mode! is a model of inertia and friction, where changes are ex-
plained by theorizing about what retards or accelerates an order or ob-
ject’s trajectory—for example, the idea of the nation-state as a stable,
given combination of traits and territory whose trajectory can be ex-
plained by a mixture of hard times that slow down its progress (perhaps

10 Because authority is distributed, accountability becomes highly problem atic, especially
when thought of in the juridical sense of locating responsibility in a figure or specific insti-
tution of authority. See Stark and Bruszt {1998).

11 Compare the concept of translation with Fox and Brown’s (1998} ““bridging indi-
viduals.”
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covetous neighbors who invade their territory) or good times that speed
it up (such as economic boom, or the nation-state’s own military con-
quests).!2 The nation is merely transmitted from one generation to the
next with a rich history of (and potential for future) friction. A transla-
tion model dispenses with inertia and seesan object or order as being con-
tinuously transformed by the actors themselves who engage in continu-
ous reinterpretation.!? In more fashionable terms, a translation model
could be seen as a process akin to social construction, where, since trans-
lation is also always a misunderstanding, the translation site is also the
site of interpretation, contention, and renegotiation.

These shifts are harbingers of a new geography of association that in-
volves negotiations across ordering principles and multiple logics (Stark
and Bruzst 1998: 109-36). As Charles Sabel (1992) points out in his
study of economic developmental associations, no state can possibly have
knowledge superior to that of economic actors or coordinate restructur-
ing better than regional developmental associations—it is the associa-
tions, not the states, that do the developing. Likewise, as NGOs become
deliberative associations, they can play a greater role in both development
(in the traditional sense) and developing global, regional, and national
structures and institutions. This is because deliberative associations lead
to new associations, both in the literal sense of new networks and the fig-
urative sense of a mental connection between ideas.1*

An example of how NGOs engendered deliberative associations that
changed them from information brokers to knowledge facilitators is the
story of development NGOs in India. As Bishwapriya Sanyal (1994: 37)

12 Gee here Appadurai’s {2000) notion of process geographies and trait geographies, and
Stephen Toulmin’s (1990) notion of a Newtonian image of power exerted with a central
force through sovereign agencies.

13 Latour {1986: 266-67) uses the example of rugby players and a rugby ball: “The ini-
tial force of the first in the chain is no more important than that of the second, or the forti-
eth, or of the four hundredth person. Consequently, it is clear that the energy cannot be
hoarded or capitalized; if you wantthe token to move on you have to find fresh sources of
energy all the time; you can never rest on what you did before, no more than rugby players
can rest for the whole game after the first player has given the ball its first kick.” Latour’s
preference for a translation model is that it allows power to be seen as a consequence and
not a cause of collective action, a point we will return to later.

14 The “antiglobalization” movement that emerged from the protests in Seattle is an ex-
ample of how a rally of disparate agendas morphed into a community of deliberative asso-
ciations where the lines between environment, economic development, and human rights in-
creasingly blurred. A much smaller-scale example of an assaciative solution is a Roma Rights
organization in Hungary, which began solely by trying to link disparate organizations and
individuals to each other. As a result of the subsequent interaction, the one-time clients
moved from being serviced by the organization to claiming the organization as their own,
eventually becoming involved in its governance. From its origins as an information broker,
the organization transformed into a knowledge community (Bach and Stark 2002).
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explains, NGOs in India were privileged in the 1970s as “che most ap-
propriate catalytic agent for fostering development from be low because
their organizational priorities and procedures are diametrica lly opposed
to those of the institutions at ‘the top.”” To fulfill this avant garde role,
NGOs valorized a form of pseudo-autarky for two negative reasons and
one positive reason: Collaboration with the state wasruled onat because it
was seen as leading to control or cooptation, while collaboration with
the market would poison community solidarity bondings. Ixa both cases
legitimacy and effectiveness were thought to suffer. These were negative
reasons for maintaining independence. A positive reason was that the
principles of self-sufficiency, self-reliance, and social innovation would be-
come the motor for self-reproduction. The basicanalytic unit wasthe iso-
lated NGO engaged in a form of autopoesis. There was indeed a self-
generating quality to this approach, but what it generated wras isolation
and contradictions. NGOs competed fiercely with each othe r for money
and avoided forming institutional linkages with government, the com-
mercial sector, or even other NGOs. The lack of insticutional support
doomed all but the smallest projects and precluded replication or expan-
sion. When they began to fallapart as a result of these incapacities, it only
intensified competitiveness and isolation and made a mockery of the at-
tempt to create a broad base “from below” (Sanyal 1994).

The relative success and high growth of NGOs in the lattex part of the
1980s and especially the 1990s can be attributed not only, or even pri-
marily, to increased externalities, but to the NGOs” shift from self-
imposed isolation to collaboration. NGOsmovedto collaboration as they
began to recognize that success, when it happened, came because they
were already engaging in semiconscious forms of collaboration that went
unacknowledged. For example, NGOs’ own leaders were dra wn from an
elite with informal linkages to all the types of institutions—banks, bu-
reaucracies, and parties—that form the “top.” Sanyal (1 994: < 5) gives the
example of the founders of the Grameen Bank, Drs. Yunus and Latifee,
who are mythologized as visionaries whose efforts resulted i n this para-
digmatic development from below. They doubtless possessed great vision,
but, as Sanyal points out, they also had an institutional association with
the top university that provided both salary and legitimacy, and Yunus’s
efforts to convince the bank to make loans were madenoton the strength
of his grassroots organizing ability but because of his farmily’s long-
standing relationship as a major depositor. As the project ex panded and
became the famous Grameen Bank, it was on the firm basis of a tripartite
alliance among NGOs, government, and market institutions. 5

15 See also Sanyal’s (1994} accounts of the Bangladeshi NGO Proshika, and the Indian
NGO SEWA (Self- Employed Women’s Association).
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The need to be self-sustaining caused contlicts within NGOs because of
the siren call of alliances with the market as a source of generating inde-
pendent income, especially as foundations began to require better ac-
countability and plans for sustainability. Over the last fifteen years, in the
search for self-sustainability some NGOs have indeed turned to income-
generation alternatives that mimic commercial enterprises. For example
the “dot-corg” dual enterprise model combines social and business ven-
tures, separating revenue generation from the NGOs’ social mission and
evaluating it according to business metrics. There is also a minority of
NGOs who, from early on, set their long-term goal as evolution into a so-
cially oriented, for-profit venture, such as many Internet Service Providers
in Eastern Europe who began as nonprofits and grew into viable busi-
nesses (Peizer 2000). When you consider the early resistance of NGOs to
allying themselves too closely with the market, it is striking (or even
shocking) to watch partnerships emerge such as CARE-Starbucks (Lin-
denberg and Bryant 2001: 164-65; Austin 2000; and, for a critique, Ger-
effi et. al 2001) or the “Libraries Online Partnership” between Microsoft
Corporation and the nonprofit American Library Association (Sagawa
and Segal 2000).16

Alliances with the market certainly do open new forms of sustainabil-
ity and even synergy and cannot be dismissed out of hand. If NGOs re-
ject cooperation with state and market forces too completely, they risk
slipping into an exclusively oppositional role with diminished opportuni-
ties for agenda-setting (though some may relish precisely this oppositional
role). Yet the benefits of collaboration do not mean that old problems of
cooptation have disappeared—on the contrary, they may even be exacer-
bated by the new hybrid forms. The values of the market and of the non-
profit world remain antagonistic. As NGOs spread their accountability
unevenly among constituents, board members, donors, and the public,
they find themselves faced with a proliferation of performance criteria
that catches them between the value systems of business (efficiency, sol-
vency) and social mission (adherence to principles, ideological agenda)
(Edwards and Hulme 1996b). In the best case they may exploit these con-
tradictions, but the danger is real that actors who are accountable ac-
cording to many principles become accountable to none (Stark 2001).}7

Most importantly, success for NGOs came less from developing inno-
vative ideas than from basing their efforts “on relatively old ideas which

16 Of course Microsoft and Starbucks were themselves once upon a time anti-establish-
mentupstarts. On the phenomenon of voluntacy-commercial cooperation and its attendant
challenges, see Edwards and Hulme (1996a) and Bendell (2000).

17 Because the state and market themselves are not static but are undergoing fundamen-
tal changes, an even bigger problem may be distinguishing cooperation from co-optation in
certain cases (Bach and Stark 2002).
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may have been tried, even by the government, in another context. . . .
Successful NGOs did not pursue only a decentralized approach. .. their
success was due to a skilful blending of centralization and decentraliza-
tion of decisions, cooperation and competitiveness” {Sanyal 1994: 43).
In other words, successful NGOs used logics that are distributed and
recombinatory.

Conclusion

When we employ analytical concepts that bridge the society/ technology
divide, NGOs appear as a molecular technology, a large, self-organizing
community of deliberative associations (Latour 1991; Levy 1997: 41).
They translate (i.e., misunderstand, interpret, and renegotiate) between
multiple logics, such as indigenous peoples and government b ureaucrats.
They also translate between an older spatio-temporal order (the cold war,
the sovereign state system, Fordism, etc.) and what we have provisionally
marked as an associative space. This space is transforming what Agnew
calls the field-of-forces model of political power based on a s patiality of
political power frozen into state territorial units (Agnew 2002). The ge-
ography of association rests on a different epistemological premise than
the dyadic conception of power that hypostasizes the sovereign nation-
state—associations are based on recombinant principles derived from so-
cial network theory rather than billiard ball models of classic interna-
tional relations theory.

As we described above, knowledge communities assume a central place
inthe geographies of association as circuits of social (re)productionat the
local and global level. NGOs can besignificant in this regard because their
liminal role between local, national, and global situates them s trategically
within the technospatial: the technologically mediated social and mate-
rial orders that are defined by new boundaries of place and technosocial
practices. For instance, the mix of face-to-face and virtual interactionnow
standard within and between many NGOs blurs the line between seren-
dipitous and intentional contact, turning what were once primarily dis-
junctive interactions into contiguous experiences. This is happening in a
context where interactive (especially mobile) technologies are changing
our notions of personal and social space.® The recombinatory aspects of

18 See Ito and Okabe {2003) for an empirical study of the way mobile iechinology alters
the sense of place, including a discussion of serendipitous and intentional co ntact and co-
presence among Tokyo mobile phone users. Ito and Okabe refer to “technoseci al situations”
to describe the situations where boundary-spanning technologies restructure social identity
and practice.
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the term “association” that we highlighted in this chapter can thus ac-
quire at least three additional salient meanings: NGOs as part of a shift-
ing landscape of reputation (“by association”), as part of a network of
more or less formal societies (associations in the German sense of gesell-
schaften), and embedded in a field of technosocial practices that privilege
nonlinearity (as in “associative thinking”).

It would be a mistake, however, to assume that associative spaces pre-
determine any a priori normative outcome for NGOs—as mentioned ear-
lier, the problems of accountability alone present substantial challenges to
future development. How are alliances, much less networks, to be held
accountable? As NGOs move from confronting businesses to partnering
with them, how will this affect their justificatory claims to representing
civil society? Could not NGOs operate nefariously as the moral instru-
ments of a new global society of control precisely because they are net-
worked, molecular structures, functioning as “the capillary ends of the
contemporary networks of power” (Hardt and Negri 2000: 313)? In the
growing literature NGOs appear alternatively as an incipient global civil
society, functional equivalents of democracy, as tools of the ruling class,
or as the vanguard for globalization from below (Warkentin 2001; Rose-
nau 1998; Falk 1999; Appadurai 2000). NGOs are diverse enough to in-
corporate all these contradictory interpretations, yet too often the dis-
cussion proceeds as if NGOs’ form were given and only their effect
remains to be worked out. In the new geography of association, NGOs’
most striking function is their renegotiation of the justificatory regimes
upon which the global spatio-temporal order is based. In this uncertain
process they will continue to assume an increasingly central and contro-
versial role as co-constituents of the organization of global political space.
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Electronic Markets and Activist Networks:
The Weight of Social Logics in Digital Formations

SASKIA SASSEN

INTERACTIONS BETWEEN digital technology and social logics can produce
a third condition that is a mix of both. When this mixed domain gets
structured in electronic space, we call it a digital formation (see Latham
and Sassen, this volume). This chapter focuses on two such formations:
the global market for capital and global electronic activist networks. In
both cases my organizing question concerns the operation of social logics
and how they shape and are in turn shaped by these technologies. The fo-
cus is, then, on both the transformative capacities of these new computer-
centered technologies and their conditioning by social logics. The two
very different types of cases examined in this chapter make legible the
variable ways in which this sociotechnical interaction produces outcomes.

Both cases are part of global dynamics, and both have been significantly
shaped by the three properties of digital networks—decentralized access/
distributed outcomes, simultaneity, and interconnectivity. But, I will argue,
these technical properties have produced strikingly different outcomes in
each case. In one case, these properties contribute to distributive out-
comes—agreater participation of local organizations in global networks—
and thereby help in constituting elementary forms of transboundary pub-
lic spheres or forms of globality centered in multiple localized types of
struggles and agency. In the second case, these same properties have con-
tributed to higher levels of control and concentration in the global capital
market even though the growth in the levels of capital drawn up into these
financial electronic networks rests on a kind of distributed power, that is,
millions of investors and their millions of decisions.

This difference points to the possibility that networked forms of power
are not inherently distributive, as is often theorized when the focus is ex-
clusively on technical properties. Intervening mechanisms that may have
little to do with the technology per se can reshape what is, technically, a
primary outcome of these networks. These two casesshow usthatthe tra-
jectory followed by what begins in each as the distributed power we as-
sociate with computer-centered networks can take on many forms. In the
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case of the global capital market, it winds up a s concentrated power. This
indicates that technology alone does not explain outcomes: each case con-
stitutes a distinct domain through specific imbrications of technicaland
social logics. We can expect these imbrications to range from simple to
complex, depending on the type of case. One way of describing this in-
teraction is to posit that the new technologies are partly embeddedin in-
stitutional environments that have the power to inscribe technology. As a
result, the outcome does not reflect exclusively the features of the partic-
ular technology at work.

To capture the interactions between the technical and social logics at
work in producing the distinct outcomes of each case, we need to identify
appropriate indicators. One type of indicator is the counterfactual, in this
case, to a purely technology-driven outcome. In the case ofthis chapter,
itwould be that which disproves the technological logic. For the global
capital market, one such counterfactual would be to posit a lumpy rather
than seamless electronic space: The social logics operating in this elec-
tronic, transjurisdictional, globally interconnected market can alter the
outcomes we might deduct from the technical capacities at work inthese
electronic networks. The effort then becomes one of laying bare theways
in which this electronic market is embedded and conditioned. The new
technologies have had a deeply transformative effect, but they do not dis-
lodge the fact of substantive agendas organizing market actors. The ar-
gument I develop below is that today’s global capital marketis a complex
formation markedly different from earlier global financial markets be-
cause of its extensive digitization, but that this does not necessarily mean
that it is disembedded. In the case of electronic activist networks of local
organizations, the indicator would functionin precisely the opposite direc-
tion: the local can constitute the nonlocal, specifically in this case global
networks and global agendas. The effort here is tounderstand how highly
specific local environments and agendas can constitute global scalings.

Both cases make legible how digitization can destabilize nested, for-
malized hierarchies of scale: a global electronic space is shown to be mul-
tiscalar, and situated local struggles are shown to be drawn up into a
global electronic space. In the first case, the multiscalar nature of the elec-
tronic global capital market comes about through its embeddedness in a
network of financial centers located in highly institutionalized national
environments. In the second case, the multiscalar nature of the l ocal comes
about through its constituting global networks, which in turn imaximize
connectivity and interaction among localities. Localized entities become
microenvironments with global span. Local organizations confined to lo-
calized actions gain cognition of the recurrence of these types of actions
in locality after locality, thereby contributing to the reshaping of these
global networks for communication into global zones for interactivity.
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The global capital market is a particularly helpful case for examining
these dynamics of transformation and embeddedness. It represents an
enormously complex series of imbrications of digital and nondigital fac-
tors that can actually be traced given a high level of institutionalization
and a considerable amount of evidence. In contrast, the global network
of local organizations represents rather simple types of imbrications, at
least at this point, and is far more difficult to trace given low, if any, in-
stitutionalization; as a field for research, it has also suffered from a north-
ern perspective that has misinterpreted and/or overlooked key aspects of
global south electronic activist networks. However, the case of electronic
activist networks helps us understand the fact of different trajectories and
thereby illuminates the variability and specificity of the transformative ca-
pacities of these technologies (see introduction, this volume).

The Locational and Institutional Embeddedness of Electronic
Financial Markets

In seeking to understand the role of the new technologies in shaping
today’s market for capital, it is important to recognize that there has long
been a global market for capital and that there clearly would have con-
tinued to be one even if these technologies never had come about.! The
question then becomes one of understanding the specific ways in which
computer-centered technologies have reshaped financial markets, and dis-
tinguishing between merely derivative changes and genuinely transfor-
mative ones.

There are, in my reading, two major sets of differences that distinguish
today’s global market for capital from that of earlier periods.2 One has to
do with the level of formalization and institutionalization of the global
market for capital today, partly an outcome of the interaction with na-
tional regulatory systems that themselves gradually have become far more
elaborate over the last hundred years. I will not focus especially on this
aspect here, The second set of differences concerns the transformative role
of digital networks and the possibility of digitizing financial instruments

! A strong line of interpretation in the literature is that today’s matket for capital is noth-
ing new and represents a return to an earlier global era at the turn of the century (Hirst and
Thompson 1996; Wade 2004). Targue that this holds only at a high level of generality, but
when we factor in the specifics of today’s capital market, especially digitization, some sig-
nificant differences emerge with those past phases (Sassen 2001: chaps. 4, 5, and 7). There
is an emerging literature focused on electronic financial markew {e.g., Knorr-Cetina and
Bruegger 2002; Barrett and Scott 2004; Callon 1998; MacKenzie and Millo 2003; Zaloom
2005).

2 Neither of these has been addressed by those who argue that the current global marker
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(both henceforth called digitization). In combination with the various dy-
namics and policies we usually refer to as globalization, they have con-
stituted the capital market as a distinct institutional order, one different
from other major markets and circulation systems such as global trade
and foreign direct investment.

One of the key and most significant outcomes of digitization in inance
has been che jump in orders of magnitude and the extent of w orldwide in-
terconnectedness. I argue thatthere are basically three ways in which dig-
itization has contributed to this outcome (for a greater elaboration of this
argument, see Sassen 2001: chaps. 5 and 7; Sassen 2005: cha ps. 5and 7).
One is the use of sophisticated software, a key feature of the global fi-
nancial markets today and a condition that in turn has made possible an
enormous amount of innovation. It has raised the level of liquidity as well
as increased the possibilities of liquefying forms of wealth hitherto con-
sidered nonliquid. This can require enormously complex instruments; the
possibility of using computers not only facilitated the development of
these instruments but also enabled the widespread use of these instru-
ments insofar as much of the complexity can be contained in the software.
It enables users who might not fully grasp either the mathematics or the
software design issues of financial instruments. Development of these in-
struments is further enhanced by the fact thac their softwaring facilitates
proprietary rights.

Second, the distinctive features of digital networks can maximize the
implications of global market integration by producing the possibility of
simultaneous interconnected flows and transactions, as well as decentral-
ized access by investors and by financial exchanges in a growing number
of countries. The key background factor here is that, since the late 19 80s,
the trend has been for more and more countries to de- and reregulate their
economies according to a particular set of criteria that has en sured cross-
border convergence and the global integration of their financial centers.
Thisnondigital condition amplified the new capabilities introduced by the
digitization of markets and instruments.

Third, because finance is particularly about transactions rather than
simply flows of money, the technical properties of digital networks assume
added meaning. Interconnectivity, simultaneity, decentralized access, and
softwared instruments all contribute to multiply the number of transac-
tions, the length of transaction chains (i.e., distance between instrument
and underlying asset), and thereby the number of participants. The over-
all outcome is a complex architecture of transactions.?

3 Elsewhere (Sassen 2005: chap. 7) I have developed this thesis of finance todayas being
increasingly abouttransactions rather than about money per se. In my reading financial cen-
ters become even more important today because they contain the capabilitie s for managing
this transactivity precisely at a time when the latter assumes whole new features, given

Alvirizatinn
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These three features o f today’s global market for capital are inextricably
related to the new technologies. The difference they have made can be seen
in two consequences. One is the multiplication of specialized financial mar-
kets. It is a question not only of global markets for equities, bonds, futures,
currencies, but also of the proliferation of enormously specialized global
submarkets for each of these. This proliferation is a function of increased
complexity in the instruments and simultaneous market integration, in turn
made possible by digitization of, respectively, instruments and markets.

The second consequence is that the combination of these conditions has
contributed to the distinctive position of the global capital market in re-
lation to several other components of economic globalization. We can
specify two major traits, one concerning orders of magnitude and the sec-
ond the spatial organization of finance. In terms of the first, indicators are
the actual monetary values involved and, though more difficult to mea-
sure, the growing weight of financial criteria in economic transactions,
sometimes referred to as the financializing of the economy. Since 1980 the
total stock of financial assets has increased three times faster than the ag-
gregate GDP of the twenty-three highly developed countries that formed
the OECD for much of this period. The volume of trading in currencies,
bonds, and equities has increased about five times faster and now sur-
passes it by far. This aggregate GDP stood at about U.S. $30 trillion in
2000 while the worldwide value of internationally traded derivatives
reached over $65 trillion in the late 1990s, a figure that rose to $168 tril-
lion in 2001 and $192 trillion in 2002. To put this in perspective, we can
make a comparison with the value of other major high-growth compo-
nents of the global economy, such as the value of cross-border trade (ca.
$8 trillion in 2000) and global foreign direct investment stock ($6 trillion
in 2000) (IMF 2001; BIS 2002). Foreign exchange transactions were ten
times as large as world trade in 1983, but seventy times larger in 1999,
even though world trade also grew sharply over this period.*

As for the second major trait, the spatial organization of finance, it has
been deeply shaped by regulation. In theory, regulation has operated as
one of the key locational constraints keeping the industry, its firms, and
markets from spreading to every corner of the world.’ The wave of dereg-

*# The foreign exchange market was the first one to globalize, in the mid-1970s. Today it
is the biggest and in many ways the only truly global market. It has gone from a daily
turnover rate of about U.S. $15 billion in the 1970s, to $60 billion in the early 1980s, and
an estimated $1.3 trillion today. In contrast, the total foreign currency reserves of the rich
industrial countries amounted to about $1 trillion in 2000.

5 Wholesale finance has historically had strong tendencies toward cross-border circula-
tion, whatever the nature of the borders might have been. Venice-based Jewish bankers had
multiple connections with those in Frankfurt, and those in Paris with those in London; the
Hawala system in the Arab world wasakin to the Lombard system in western Europe. For
a detailed discussion see Arrighi (1994).
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ulations that began in the mid-1980s has lifted many of rhesz tcimal e -
straints on the geographic spread of the industry. Further, beinga highlw=s
digitized industry today, financial outputs can circulate instantaneoud=
worldwide, financial transactions can be executed digitally, andiothir -
culation and transactions can cut across conventional borgzrs. in prini -
ple this generates locational options that are quite specific to finznce anc:d
diverge from those of most other globalized econoniic sectors (see, eg.- ,
Budd 1995). The large-scale deregulation of the industry in a growinges
number of countries since the mid-1980s has indeed brought with it z=a
sharp increase in access to what were still largely national financial cen -
ters and has enabled innovations that, in turn, facilitated th e ind ustrv’=s
expansion both geographically and institutionally. This possibility of b~ —
cational and institutional spread also bringswith it a heightenedlevel ancd
diversification of risk, a marking feature of the current phase ofthe mar -
ket for capital. Yet, as I will discuss below, the geography of its spreadi=s
lumpy rather than seamless because of the substantive agendas guiding
the sector and its dependence on a network of at least partly nondigia- 1
financial centers. Financial centers are “agents” through which specifie=
utility logics are drawn into the global electronic market.

The Distinctiveness of Today’s Capital Market

Though there is little agreement on the subject, in my reading the se cur -
rent conditions make for important differences between today's globa 1
capital market and the period of the gold standard before World War L.
In some ways the international financial market from the late 1800s (>
the interwar period was as massive as today’s. This appears to bethe cases
if we measure the volume of long-term flows as a share of nationa 1
economies. The international capital market in that earlier period wa=:
large and dynamic, highly internationalized, and backed byah ealthy dus==
of Pax Britannica to keep order. The extent of its internationalizati on car
be seen in the fact that in 1920, for example, Moody’s rated bonds were
issued by about fifty governments to raise money in the American capita 1
markets (Sinclair 1994). The depression brought on a radical decline iy
the extent of this internationalization, and it was not until very recenil s
that Moody’s was once again rating the bonds of about fiftygovernments .
Indeed, as late as 1985, only fifteen foreign governments were berrowing=
in the U.S. capital markets. Not until after 1985 did the internaional fi—
nancial markets reemerge as a major factor.®

But there are significant differences. One is the volume of shori-term i—
nancial flows that has grown sharply and outstrips long-term flows. Fur—

6 Switzerland’s international banking was, of course, the exception. But this was z vir &
specific type of banking and does not representa global capital market, particularly grer
e e B} 1] o

1. r et -on ] '



60 SASKIA SASSEN

ther, this has brought with it the rise of types of financial institutions al-
most exclusively involved in such flows and hence highly speculative.
More generally, there has been a growing concentration of market power
in institutions, including more conservative ones such as pension funds
and insurance companies.

Institutional investors are not new. What is different beginning in the
1980s is the diversity of types of funds, the rapid escalation of the value
of their assets, and the sharp rise of extremely speculative institutions.
There are two phases in this short history, one going into the early 1990s
and the second one taking off in the later 1990s. Focusing briefly on the
first phase and considering pension funds, for instance, their assets more
than doubled in the United States from $1.5 trillion in 1985 to $3.3 tril-
lion in 1992. Pension funds grew threefold in Britain and fourfold in Ja-
pan over that same period, and they more than doubled in Germany and
Switzerland. In the United States, institutional investors as a group came
to manage two-fifths of U.S. households’ financial assets by the early
1990s, up from one-fifth in 1980. Another feature is that today the global
capital market is increasingly a necessary component of a growing range
of transactions, such as the diversity of government debts that now get fi-
nanced through the global market: increasingly kinds of debt that were
thought to be basically local, such as municipal debt, are entering this
market. The overall growth in the value of financial instruments and as-
sets also is evident with U.S. institutional investors whose assets had risen
from 59 percent of GDP in 1980 to 126 percent by 1993.

TABLE 1
Financial Assets of Institutional Investors, 1990 to 2001, selected countries,
{bn USD)

Country 1993 1999 2001
Canada 435.9 757.3 794.3
France 906.3 1691.1 1701.3
Germany 729.8 1529.0 1478.4
Japan 3610.7 4928.2 3644.8
Netherlands 465.2 799.3 722.3(%)
United Kingdom 1543.6 33213 2743.3
United States 9051.7 19274.0 19257.7
Percentage of OECD(!) 90.6% 87.2% 86.3%

Source: Based on OECD, Institutional Investor Statistical Yearbook, 2003, Table S.1,
pp- 20

{1) Percentages based on author’s calculation. Percentage indicates the proportion these
seven countries represent.

(2) Netherlands figure for 2001 excludes non-life insurance.
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As for the phase that began in the late 1990s, besides the growth of
older types of institutional investors there is a proliferation of institutional
mnvestors with extremely speculative investment strategies. Hedge funds
areamong the most speculative of these institutions; they sicl estep certain
disclosure and leverage regulations by having a small private clientele and,
frequently, by operating offshore. While they are not new, their size and
their capacity to affect the functioning of markets certainly grew enor-
mously in the 1990s, and they emerged as a major force bythelate 1990s.
According to some estimates, they numbered 1,200 with a ssets of over
$150 billion by mid-1998 (BIS 2000), which was more than the $122 bil-
lion in assets of the total of almost 1,500 equity funds a s of October 1997
(UNCTAD 1998). To put these figures in perspective, both of these types
of funds need to be distinguished from asset management furds, of which
the top ten were estimated to have $10 trillion under management in
2000.”

Itis particularly in the world of short-term flows and speculative in-
vestors that digitization has had transformative consequences. Two sets
of properties need to be emphasized here. One set—instantaneous trans-
mission, interconnectivity, and speed—has transformed the character of
financial transactions. A major consequence has been the sharp jump in
the volume and the overall value of transactions. The other set of prop-
erties has to do with computerization, specifically, the possibility of com-
puterizing mathematics. This has enabled the development of enormously
complex financial instruments and, very importantly, their wi despread use
in that they could be packaged into reasonably simple-to-uise software.
One major consequence has been the increase in the industry’s capacities
to liquefy assets.

These two sets of properties have contributed to a third xnajor differ-
ence, the explosion in and demand for financial innovations. Innovations
are not new to finance, nor is the fact that an effect of innovations is to
raise the supply of financial instruments that are tradeable—sold on the
open market. The crucial difference between earlier phases and the con-
temporary phase is one of thresholds and the extent to which achange in
thresholds can be interpreted as a qualitative transformation. The in-
creased digitization of both transactions and instruments discussed above
has enabled the work of producing innovations and the workability of a
variety of new but also older innovations. While it is true thatmuch of
this innovation centers on derivatives and that the concept of the deriva-

7 The level of concentration is enormous among these funds, partly asa consequence of
mergers and acquisitions (M&As) driven by the need for firms to reach what are de facto
the competitive thresholds in the global market today. (For more details, see Sassen 2001:
chap.7.)
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tive is an old one, today we have seen a multiplication of types of deriva-
tives and a sharp increase in the complexity of many of these types of de-
rivatives.? This in turn has led to what we might describe as the growing
importance of academic economics in financial instrument development
(for a critical account, see MacKenzie and Millo 2003; Callon 1998). Dig-
itization of transactions and instruments has been central to this multi-
plication of types of derivatives and their increased complexity. The over-
all result has been a massive increase in the extent to which the financial
industry has been able to securitize various forms of what were previously
considered untradeable assets or were simply not considered as assets,
such as many forms of debt.’ Mediated through these specifics of con-
temporary finance and financial markets, digitization can be seen as hav-
ing contributed to a vast increase in the number of transactions, which in
turn has translated into increased volumes and values.

At a macroinstitutional level, the proliferation of innovative derivatives
has furthered the linking of national markets by producing specific types
of incentives. For instance, various kinds of derivatives make it easier to
exploit, or arbitrage, price differences among diverse financial instru-
ments. One indicator is the growing importance of cross-border trans-
actions measured in terms of their value as a percentage of GDP in the
leading developed economies (table 2). For instance, the value of such
transactions in the United States represented 4 percent of GDP in 1975,
35 percent in 1985 when the new financial era is in full swing, a quadru-
pling by 1995, and 230 percent in 1998. Other countries show even
sharper increases. In Germany this share grew from 5 percent in 1975 to
334 percent in 1998; in France, it went from 5 percentin 1980 to 415 per-
cent in 1998. In part, this entails escalating levels of risk and innovation
driving the industry; indeed, it is only over the last decade and a half that
we see this acceleration.

The drive to produce innovations is one of the marking features of the
financial era that begins in the 1980s. The history of finance is in many
ways a long history of innovations. But what is perhaps different today is
the intensity of the current phase and the multiplication of instruments
that lengthen the distance between the financial instrument and the actual
underlying asset. This is reflected, for instance, in the fact that stock mar-

8 While currency and interest-rate derivatives did not exist until the early 1980s and rep-
resent two of the major innovations of the current period, derivatives on commodities, so-
called futures, have existed in some version in earlier periods. Famously, Amsterdam’s stock
exchange in the seventeenth century—when it was the financial capital of the world—was
based almost entirely on trading in commodity futures.

? There are significant differences by country in the extent to which these innovations
have been implemented. For instance and in general terms, securitization is well advanced
in the United States, but just beginning in most of Europe.

| 4
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TABLE 2
Cross-border Transactions in Bonds and Equities®, as % of GDP, 1975 to 2002

(selected years)

as a percentage of GDP

1975 1980 1985 1990 199§ 2000 2002
United States 4 9 35 89 135 229 292
Japan 2 8 62 119 65 96 106
Germany S 7 33 57 172 447 464
France N.A. S 21 54 187 398 430
Italy 1 1 4 27 253 782 821**
Canada 3 9 27 65 187 241 311

Source: Bank for International Sectlements, Annual Report 1999, 1 April 1998-31 March

1999, Table V1.5; IMF 2004, Table A.3
Note: * denotes gross purchases and sales of securities between residents and non-resi-

dents.
**Year for Italy is 2002

ketcapitalization and securitized debt, before the financial crisis of 1997-
98, in North America, the European Union, and Japan amounted to$46.6
trillion in 1997, while their aggregate GDP was $21.4 trillion and global
GDP was $29 trillion. Further, the value of outstanding derivatives that
same year in these same sets of countries stood at $68 trillion, which was
about 146 percent of the size of their underlying capital markets. (For a
full description of assumptions and measures, see IMF 1999: 47).

In The Digital Era: More Concentration than Dispersal?

A second major set of issues about the transformative capacities of digi-
tization has to do with the limits of technologically driven change, or, in
other words, with the point at which this global electronicmarket for cap-
italrunsinto the walls of its embeddedness in nondigital conditions. T here
are two distinct issues here. One is the extent to which the global market
for capital, even though global and digital, is actually embedded in mul-
tiple environments, some indeed global in scale but others subnational,
that is, the actual financial centers within which the exchanges zre located.
A second issue is the extent to which it remains concentrated in a limited
number of the most powerful financial centers, notwithstanding its char-
acter as a global electronic market.

In theory, the intensification of deregulation and the instituting of poli-
cies in various countries aimed at creating a supportive cross-border en-
vironment for financial transactions could have dramatically changed the
locational logic of the industry. This is especially the case because it is
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digitized and globalized industry that produces highly mobile outputs. It
could be argued that the one major feature that could keep this industry
from having locational constraints would be regulation. With deregula-
tion, that constraint should be disappearing. Other factors, such as the
premium paid for location in major cities, should be a deterrent to lo-
cate there, and with the new developments of telecommunications there
should be no need for such central locations. Further, even accepting the
notion that this market needs financial centers, given the costs of operat-
ing in major centers we might expect a shift of operations to lower-order
financial centers given their lower prices compared to the major centers;
thus, we would expect a shift from the leading to lesser centers.

Today, then, we might expect the actual spatial organization of the in-
dustry to be a much better indicator of its market-driven locational dy-
namics than was the case in earlier phases with more regulation and less
digitization. We have seen considerable deregulation in the industry, the
incorporation of a growing number of national financial centers into a
global market, and the sharp increase in digitization of transactions and
instruments. This would hold especially for the international level given
the earlier prevalence of highly regulated and closed national markets.

There has, indeed, been geographic decentralization of certain types of
fnancial activities, aimed at securing business in the growing number of
countries becoming integrated into the global economy. Many of the lead-
ing investment banks have operations in more countries than they had
twenty years ago. The same can be said for the leading sister industries,
such as accounting, legal, and other specialized corporate services that
now need to deliver a global service to their corporate clients; a good in-
dicator of this is the explosive growth in these firms’ networks of overseas
affiliates (Taylor et al. 2002, see generally GAWC). And it can be said for
some markets: for example, in the 1980s all basic wholesale foreign ex-
change operations were in London. Today these are distributed between
London and several other centers (even though the number of centers is
far smaller thaa the number of countries whose currency is being traded).

But empirically what stands out in the evidence about the global finan-
cial markets after a decade and a half of deregulation, worldwide inte-
gration, and major advances in electronic trading is the extent of loca-
tional concentration and that firms are willing to pay a premium to be in
major financial centers. Large shares of many financial markets are dis-
proportionately concentrated in a few financial centers. This trend toward
consolidation in a few centers also is evident within countries. Further,
this pattern toward the consolidation of one leading financial center per
country is a function of rapid growth in the sector, not of decay in the los-
ing cities.

The sharp concentration in leading financial markets can be illustrated
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with a few facts.!® London, New York, Tokyo (notwithstanding a naa-
tional economic recession), Paris, Frankfurt, and a few other cities regia-
larly appear at the top and represent a large share of glebal transactions.
This holds even after the September 11 attacks in New York that de-
stroyed the World Trade Center (albeit that it was not largely afinancial
complex) and damaged over fifty surrounding buildings home tomuch f3 -
nancial activity. Many saw the level of damage as a wake-up call abeuat
the vulnerabilities of sharp spatial centralization in a limited number o f
sites.?? The fact that the global capical market is a global digital market
does not seem to reduce the need for being present in the actual center-s
where the exchanges are located. London, Tokyo, New York, Paris (nevw~
consolidated with Amsterdam and Brussels as EuroNext), Hong Kongz,
and Frankfurt account for a major share of worldwide stock market cap-
italization. London, Frankfurt, and New York account for an enormou s
world share in the export of financial services. London, New York, and
Tokyo account for over one-third of global institutional equity holdings,
this as of the end of 1997 after a 32 percent decline in Tokyo’s valueove r
1996. London, New York, and Tokyo account for 58 percent of the fox-
eign exchange market, one of the few truly global markets; together wit h
Singapore, Hong Kong, Zurich, Geneva, Frankfurt, and Paris, they ac-

10 Among the main sources of data for the figures cited in this section are the Internaa-
tiona) Bank for Settlements (Basle); IMF national accounts data; specialized trade publica-
tions such as Wall Street JournalPs WorldScope; MorganStaniey Capital International; Tl> e
Banker; data listings in the Financial Times and The Economist; and, especialls for a focras
on cities, the data produced by Technimetrics, Inc. (now part of Thomson Financials). Aci-
ditional names of standard, continuously updated sources are listed in Sassen (2001).

11 The case of New York after September 2001 requires clarification. The destruction f
a considerable amount of the office space of several financial firms in addition to the de-
struction of communications infrastructure forced many firms to either fully or partly move
out of lower Manhattan. Some of these irms will not return; some have already returned t o
either lower or mid-Manhattan. Most are likely to keep their strategic operations centere d
in Manhattan. But there is now a broader geography to the Manhattan financial sector tha 1t
was the case before September 2001: it includes growing concentrations of at least parrial
components of firms in specific areas of New Jersey and Connecticut. In my interpretatio n
there are two issues to factor in. One of these is that the destruction of office space can be
seen as a brutal elimination of inectia i n the financial sector, where many ofthese firmsbhave
prown enormously and have kept huge workforces—of ten thousand employees in several
cases—when only a fraction of these need to be located in a major financial center. The sec-
ondissueis that, given digitization, “spatial centrality” can be constituted th rough diverse
actual geographies (Sassen 2001: chap. 5). The geography of the downtown business center
is but one of these. A second type of geography of “centrality” is that of the larger metro-
politan area where a variety of dense business nodes are connected via state-of-the-art cor1-
ventional infrastructure and digital networks. A third is the network of global cities, cora-
stituted through the multiple digital and other transactions among various firms in these
cities. Inthecase of the Manhattan financial industry, all three geographies of centrality were
present throughout the 1980s and 1990s; September 11 strengthened the second type.
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TABLE 3
The Twelve Biggest Stock Markets in the World by Market Capitalization,

2003 and 2000

2003 2000

2003 Percentage of 2000 Percentage of
Stock Market Members Market Members
Market Capitalization Capitalization Capitalization Capitalization
NYSE 11,329.0 36.3% 11,534.5 37.1%
Nasdaq 2,844.2 9.1% 3,5971 11.6%
Tokyo 2,953.1 9.5% 3,193.9 10.3%
London 2,460.1 7.9% 2,612.2 8.4%
Euronext 2,076.4 6.7% 2,271.7 7.3%
Osaka 1,951.5 6.3% (1) (2)
Deutsche Borse 1,079.0 3.5% 1,270.2 4.1%
Toronto 888.7 2.8% 766.2 2.5%
Spanish Exchanges 726.2 2.3% (1) (2)
Swiss Exchange 7271 2.3% 792.3 2.5%
Hong Kong 714.6 2.3% 623.4 2.0%
Ttaly 614.8 2.0% 768.4 2.5%
Percentage of Total
Capitalization for
Top 12 90.9% 90.8% (2)

Compiled from World Federation of Exchanges Annual Statistics for 2001 (pp. 92} and
2003 (pp. 82), year end figures with calculations of percentages added

(1) The top 12 for 2000 did not include Osaka or the Spanish Exchanges (BME). Instead
the Spain, consisting of Madrid, was 11th with market capitalization of $504.2 billion and
Australia was 12th with market capitalization of $372.8 billion.

{2) This figure indicates the percentage represented by the top 12 exchanges in terms of
market capitalization for 2000 (including the exchanges in Spain, 1.6%, and Australia,
1.2%)

count for 85 percent in this, the most global of markets. These high lev-
els of concentration do not preclude considerable activity in a large num-
ber of other markets, even though the latter may account for a small
global share.

This trend toward consolidation in a few centers, even as the network
of integrated financial centers expands globally, also is evident within
countries. In the United States, for instance, the leading investment banks
are concentrated in New York, with only one other major international
financial center, Chicago, in this enormous country. Sydney and Toronto
have gained power in continent-sized countries and have taken over func-
tions and market share from what were once the major commercial cen-
ters—Melbourne and Montreal, respectively. So have Sao Paulo and
Bombay, which have gained share and functions from, respectively, Rio

r
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TABLE 4
Foreign Listings in Major Stock Exchanges, 2003 and 2000
2003 2003 2000 2000
Number of  Percentageof = Numiber of  Percentage of
Foreign Foreign Forcign Foreign
Exchange Listings Listings Listings Listirgs
Nasdag 343 10.4% 488 10.3%
NYSE 466 20.2% 433 17.5%
London 381 14.2% 448 18.9%
Deutsche Borse 182 21.0% 241 24.5%
Euronext™ 346 24.9% - —
Swiss Exchange 130 31.0% 164 39.4%
Tokyo 32 1.5% 41 2.0%
Compiled from WFE Annual Statistics 2001, p. 86; 2003 p. 83 (Calculat:ions of percent-
ages added).

*Euronext includes Brussels, Amsterdam, and Paris
All year end figures

de Janeiro in Brazil and New Delhi and Calcutta in India. Orre might have
thought that such huge countries could sustain multiple major financial
centers, but even though many of the secondary centers may be thriving,
the point is that the leading centers have gained national share. This pat-
tern is evident in many countries, including the leading econ omies of the
world.»?2 Again, consolidation of one leading financial center in each
country is an integral part of the growth dynamics in the sector rather
than only the result of losses in the losing cities.

There is both consolidation in fewer major centers across and within
countries and a sharp growth in the number of centers that become part
of the global network as countries deregulate their econormnies and the
global economy expands accordingly. Bombay, for instance became in-
corporated in the global financial network in the easly 1990s after India
(partly) deregulated its financial system. This mode of incor poration into
the global network is often at the cost of losing functions that these cities
may have had when they were largely national centers. Todlay the lead-
ing, typically foreign, financial, accounting, and legal services firms enter
their markets to handle many of the new cross-border operations. Incor-

12 Ip France, Paris today concentrates larger shares of most financial sectors than it did
ten years ago, and once important stock markets like Lyonhave become “p rovincial,” even
though Lyon is today the hub of a thriving economic region. Milan privatized its exchange
in September 1997 and electronically merged Italy’s ten regional markets. Frankfurt now
concentrates a larger share of the financial market in Germany than it did in the early
1980s, and so does Zurich in Switzerland, which once had Basel and Geneva as significant

competitors.
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poration in the global market typically happens without these cities show-
ing a gain in their global share of the particular segments of the market
theyare in, even as capitalization in their stock market may increase, often
sharply, and even though they add to the total volume in the global
market.

Why is it that at a time of rapid growth in the network of financial cen-
ters, in overall volumes, and in electronic networks, there is such high con-
centration of market shares in the leading global and, within countries, in
the leading national centers. It should not be this way since both global-
ization and electronic trading are about expansion and dispersal beyond
what had been the confined realm of national economies and floor trad-
ing. Indeed, one might well ask why financial centers matter at all.

The Continuing Utility of Spatial Agglomeration

The continuing weight of major centers is, in a way, countersensical, as
is, for that matter, the existence of an expanding network of financial cen-
ters. The rapid development of electronic exchanges, the growing digiti-
zation of much financial activity, the fact that finance has become one of
the most deregulated sectors in a growing number of countries, and that
it produces a digital, hypermobile product all suggest that location should
not matter. In fact, geographic dispersal would seem to be a good option
given the high cost of operating in major financial centers. Further, the last
tenyears have seen an increased geographic mobility of financial experts
and financial services firms.

There are, in my view, at least three reasons that explain the trend to-
ward consolidation in a limited number of centers rather than massive
dispersal—that is, a lumpy geography that reflects the social logics of fi-
nance. (For a more detailed examination of the technical reasons, includ-
ing risk-management see Sassen 2005: chap. 7.)

THE IMPORTANCE OF SOCIAL CONNECTIVITY AND CENTRAL FUNCTIONS

First, while the new communication technologies do indeed facilitate ge-
ographic dispersal of economic activities without losing system integra-
tion, they have also strengthened the importance of central coordination
and control functions for firms and even markets.!3 Indeed, for firms in
any sector, operating a widely dispersed network of branches and affili-
ates and doing business in multiple markets has made central functions
far more complicated. Their execution requires access to top talent, to
innovative milieux—in technology, accounting, legal services, economic

13 This is one of the seven organizing hypotheses through which I specified my global city
mode!. For a full explanation see Sassen {2001), especially the preface to the new editinn
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forecasting, and all sorts of other specialized, often new, corporate set—
vices. Major centers have massive concentrations of these and other stare—
of -the-art resources that allow firms to maximize the benefits of the new~
communication technologies and collectively to manage the new condi—
tions for operating globally. Even electronic markets such as NASDAQ:
and E*Traderely on craders and banksthat are located somew here, with.
at least some in a major financial center. The question of risk and how it-
is perceived and handled is yet another factor that has an impacton how
theindustry organizesitself, where it locates operations, what markets be—
come integrated into the global capital market, and so on. The outcome
has been a lumpy geography that combines seamless electronic networks
and thick financial centers.

It is increasingly evident that to maximize the benefits of the new in—
formation technologies, firms need not only infrastructure but a lso a com—
plex mix of other resources. In my analysis, organizational cornplexity is
a key variable allowing firms to maximize the utility and benefits they
can derive from using digital technology (Sassen 2001: 115-16). In the
case of financial markets, we could make a parallel argument. Most of
the value added that these technologies can produce for advanced se—
vice firmsruns through so-called externalities, thatis, material and human
resources—state-of -the-art office buildings, top talent, and the social net-
working infrastructure that maximizes connectivity. Fiber optic cables are
not enough (Garcia 2002).

A second fact that is emerging with greater clarity concerns the rnean-
ing of “information.” There are two types of information (Sassen 2001:
chap. 5). Oneis the datum, which may be complex yet is standard know!-
edge: the level at which a stock market closes, a privatization of a public
utility, the bankruptcy of a bank. But there is a far more difficult type of
“information,” akin to an interpretation, evaluation, or judgment. It en-
tails negotiating a series of standardized datums and a series o f interpre-
tations of a mix of datums in the hope of producing a higher-orcler datum.
Access to the first kind of information is now global and immediate from
just about any place in the highly developed world, thanks to the digital
revolution. But it is the second type of information, which requires a com-
plicated mixture of elements—the social infrastructure for global con-
nectivity—that gives major financial centers a leading edge.

It is possible, in principle, to reproduce the technical infrastructure any-
where. Singapore, for example, bas technical connectivity matching Hong
Kong’s. But does it have Hong Kong’s social connectivity? Ata higher level
of global social connectivity, we could probably say the same for Frank-
furt and London. When the more complex forms of information needed
to execute major international deals cannot be retrieved from existing

databases, no matter what one can pay, then one needs the social infor-

marina lame and tha acsariarad Aa farrA intararatatinne and infarencac
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that come with interaction among talented, informed, and experienced
people. It is the weight of this input that has given a whole new impor-
tance to credit rating agencies, for instance. Part of the rating has to do
with interpreting and inferring. When this interpreting becomes “author-
itative,” it becomes “information” available to all. The process of mak-
ing inferences and interpretations into “information” takes quite a mix of
talents and resources.

In brief, financial centers provide the social connectivity that allows a
firm or market to maximize the benefits of its technical connectivity.

ALLIANCES AMONG CENTERS AS PART OF THE ORGANIZATIONAL
INFRASTRUCIURE OF ELECTRONIC MARKETS

Besides the familiar mergers and acquisitions of firms,!* I would argue
that an important trend in the global capital market is the “merger” of
electronic exchanges that connect select groups of centers. A number
of networks connecting markets have been set up in the last few years.
NASDAQ, the second largest U.S. stock marketafter the New York Stock
Exchange (NYSE), set up NASDAQ Japan in 1999 and NASDAQ Canada
in 2000. This givesinvestors in Japan and Canada directaccess to the mar-
ket in the United States. Europe’s more than thirty stock exchanges have
been seeking to shape various alliances. Euronext (NEXT) is Europe’s
largest stock exchange merger, an alliance among the Paris, Amsterdam,
and Brussels bourses. The Toronto Stock Exchange allied with the NYSE
to create a separate global trading platform. The NYSE is a founding
member of a global trading alliance, Global Equity Market (GEM), which
includes ten exchanges, among them Tokyo and NEXT. Small exchanges
are also merging: in March 2001 the Tallinn Stock Exchange in Estonia
and its Helsinki counterpart created an alliance. A novel pattern is hos-
tile takeovers, not of firms, but of exchanges, such as the attempt by the
owners of the Stockholm Stock Exchange to buy the London Stock Ex-
change (for a price of U.S. $3.7 billion).

These developments may well ensure the consolidation of a stratum of
select financial centers at the top of the worldwide network of thirty to
forty global cities through which the global financial industry operates.!$

14 Global firms and markets in the financial industry need enormous resources, a trend
that is leading to rapid mergers and acquisitions of firms and strategic alliances among mar-
kets in different countries. These are happening on a scale and in combinations few would
have foreseen as recently as the early 1990s. There are growing numbers of mergers among
financial services firms, accounting firms, law firms, and insurance brokers—in brief, firms
that need to provide a global service. A similar evolution is also possible for the global
telecommunications industry, which will have to consolidate in order to offer a state-of-the-
art, §lobe-spanning service to iss global clients, among which are the financial firms.
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An indicator such as equities under management shows a si milar pattern
of spread and simultaneous concentration at the top of the h ierarchy. The
worldwide distribution of equities under institutional management is
spread among a large number of cities that have become integrated in the
global equity market along with deregulation of their economies and the
whole notion of “emerging markets” as an attractive investrment destina-
tion. Thomson Financials (1999) has estimated that atthe end of 1999
(latest available data), twenty-five cisies accounted for abouat 80 percent
of the US$14 trillion controlled by institutional money man agers around
the world. These twenty-five cities also accounted for rough ly 48 percent
of the total stock market capitalization of the world, which stood at
$24 trillion at the end of 1999. On the other hand, this glo bal market is
characterized by a disproportionate concentration in the top six or seven
cities. London, New York, and Tokyo together accounted for a third of
the world’s total equities under institutional managenient ima 1999.

These developments make clear a second important trend thatin many
ways characterizes the current global era. These various centers do not
just compete with each other: there is collaboration and division of labor
[n the international system of the postwar decades, each comantry's finan-
cial center, in principle, covered the universe of necessary fun ctions to ser-
vice its national companies and markets. The world of fin ance was, of
course, much simpler than it is today. In the initial stages of deregulation
in the 1980s, there was a strong tendency to see the relation among the
major centers as one of straight competition when it camne to international
transactions. New York, London, and Tokyo, then the major centers in
the system, were seen as competing. But in my research n the late 1980s
on these three top centers, I found clear evidence that a division of labor
already existed then. They remain the major centers in the system today,
with the addition of Frankfurt and Paris in the 1990s, and there 5 a fairly
specialized division of functions and advantages among them. What we
are seeing now is an additional pattern whereby the cooperation or divi-
sion of functions is somewhat institutionalized: strategic alliances exist
not only between firms across borders but also among exch anges. There
is competition, strategic collaboration, and hierarchy. Together these
trends indicate the emergence of global formations where before there
were interactions among national centers, but global formations partly
embedded in networks of financial centers.

global operations to be such. If Tokyo does not succeed in getting more of s uch operations,
it isgoing to lose standing in the global hierarchy, notwithstanding ies inpo rtance as a cap-
ital exporter. It is this same capacity for global operations that will keep New York at the
top levels of the hierarchy even though it is largely fed by the resourcesand the demand of
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TOWARD DENATIONALIZED FINANCIAL CENTERS

It is important to recognize that national financial centers have themselves
been transformed by these developments. National attachments and iden-
tities are becoming weaker for global firms and their customers. This is
particularly strong in the West but may develop in Asia as well. Deregu-
lation and privatization have reduced the need for national centers. The
nationality question does not disappear (e.g., Salzinger 2003; Corbridge,
Thrift, and Martin 1994), but it plays differently in these sectors from the
way it did even a decade ago. Global financial products are accessible in
national markets, and national investors can operate in global markets.
For instance, some of the major Brazilian firms now list on the New York
Stock Exchange and bypass the Sao Paulo exchange, a new practice that
has caused somewhat of an uproar in specialized circles in Brazil. While
itis as yet inconceivable in the Asian case, this may well change given the
growing number of foreign acquisitions of major firms in several coun-
tries discussed earlier (see note 16). Another indicator of this trend is the
fact that the major U.S. and European investment banks have set up spe-
cialized offices in London to handle various aspects of their global busi-
ness making London probably the most denationalized of the major fi-
nancial centers. Even French banks have set up some of their global
specialized operations in London, inconceivable a decade ago and still not
avowed in national rhetoric.

One way of describing this process is as an incipient and highly spe-
cialized denationalization of particular institutional arenas (Sassen 1996:
chap. 1; Sassen 2005). It can be argued that such denationalization is a
necessary condition for economic globalization as we know it today. The
sophistication of this system lies in the fact that it needs to involve only
strategic institutional areas—most national systems can be left basically
unaltered. China is a good example. It adopted international accounting
rules in 1993, necessary to engage in international transactions. To do so
it did not have to change much of its domestic economy. Japanese firms
operating overseas adopted such standards long before Japan’s govern-
ment considered requiring them. In this regard, the “wholesale” side of
globalization is quite different from the global consumer markets, in
which success necessitates altering national tastes at a mass level. This
process of denationalization has been strengthened by state policy en-
abling privatization and foreign acquisition. The Asian financial crisis has
functioned as a mechanism to denationalize, at least partly, control over
key sectors of economies that, while allowing the massive entry of foreign
investment over the last two decades, never relinquished that control.!®

16 For instance, Lehman Brothers bought Thai residential mortgages worth half a billion
P 4 rn 3 MLl ceien ol . Luce cvecalice cmrmdicaved Leeola Tho? cavin -
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Major international business centers produce what we could think of
as a new subculture, a move from the “national” version of i nternational
activities to the “denationalized” version. The longstanding resistance in
Europe to M&As, especially hostile takeovers, and to foreign ownership
and control in East Asia signals national business cultures thiat are some-
what incompatible with the new global economic system. I would posit
that major cities, and the variety of so-called global busin ess meetings
(such as those of the World Economic Forum in Davos), contribute to the
denationalizing of corporate elites. Whether this is good or bad is a sep-
arate issue, but it is, I would argue, one of the conditions for setting in
place the systems and subcultures necessary for a global economic system,
especially in global finance. Itis, then, a denationalized lumpy geography.

Politics of Places on Global Circuits: The Local as Mul tiscalar

The issue I want to highlight here concerns the ways in which particular
instantiations of the local can actually be constituted at muitiple scales
and thereby construct global formations that tend toward lac eralized and
horizontal networks. I examine this through a focus on vari ous political
practices and the technologies used. Of particular interestis the possibil-
ity that local, often resource-poor organizations and individ uals can be-
come part of, and constitute global networks and struggles. These prac-
tices are constituting a specific type of global politics, one that runs
through localities and is not predicated on the existence of gl obal institu-
tions. The engagement can be with globa! institutions, such as the Inter-
national Monetary Fund or World Trade Organization, or with local in-
stitutions, such as a particular government or local police force charged
with human rights abuses. Theoretically these types of global politics il-
laminate the distinction between a global network and the actual trans-
actions that constitute it: the global character of a nerwork d oes not nec-
essarily imply thatits transactions are equally global, or that it all has to
happen at the global level. It shows the local to be multiscalar ina paral-
lel to the preceding section, which showed the global to be multiscalar—

ment's Financial Restructuring Authority, which is managing the sale of $21b of financial
companies’ assets. Lehman Brothers also acquired the Thai operations of Peregrine, the
Hong Kong investment bank that failed. The fall in prices and in the value of the yen has
made Japanese firms and real estate attractive targets for foreign mvestors. Merrill Lynch
bought thitry branches of Yamaichi Securities; Societé Generzle Group is buying 80 percent
of Yamaichi International Capital Management; Travelers Group is now the biggest share-
holder of Nikko, the third largest brokerage; and Toho Mutual Insurance Co. announced a
joint venture with GE Capital. These are but some ofthe best-known exampl es. Much valu-
able property in the Ginza—Tokyo's high-priced shopping and business d istrict—is now

being considered for acquisition by foreign investors, in a twist on Mitsubis hi's acquisition
Al NV aeee Vaaloto D aalealallae MNacean A danade cnalica
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that is, partly embedded in a network of localities, specifically, financial
centers.

Computer-centered technologies have also made all the difference here;
in this case, the particular form of these technologies is mostly the public-
access Internet.'” The latter matters not only because of low-cost con-
nectivity and the possibility of effective use (via e-mail) even with low
bandwidth availability, but also, and most importantly, because of some
of its key features. Simultaneous decentralized access can help local ac-
tors have a sense of participation in struggles that are not necessarily
global but are, rather, globally distributed in that they recur in multiple
localities. In so doing, these technologies can also help in the formation
of cross-border public spheres for these types of actors, and can do so
without the necessity of running through global institutions,!® and with-
out forms of recognition that depend on much direct interaction and joint
action on the ground. Among the implications of these options are the fea-
sibility of forming global networks that bypass central authority and, es-
pecially significant for resource-poor organizations, the possibility that
those who may never be able to travel can nonetheless be part of global
struggles and global publics.

Such forms of recognition are not new. Yet there are two specific mat-
ters that signal the need for empirical and theoretical work on their
ICT-enabled form. One is that much of the conceptualization of the local
in the social sciences has assumed physical/geographic proximity and
thereby a sharply defined territorial boundedness, with the associated im-
plication of closure. The other, partly a consequence of the first, is a strong
tendency to conceive of the local as part of a hierarchy of nested scales,
especially once there are national states. To a very large extent, these con-
ceptualizations continue to hold for most of the instantiations of the local

17 While the Internet is a crucial medium in these political practices, it is important to
emphasize that beginning in the 1990s, and particularly since the mid-1990s, we have en-
tered a new phase in the history of digital networks, one in which powerful corporate ac-
tors and high-performance networks are strengthening the role of private digital space and
altering the structure of public-access digital space (Sassen 2002). Digital space has emerged
not sunply as a means for communicating, but as a major new theater for capital accumu-
lation and theoperations of global capital. Yet civilsociety—inall its various incarnations—
is also an increasingly enecgetic presence in electronic space. {For a variety of angles, see,
e.g., Rimmer and Morris-Suzuki 1999; Poster 1997; Frederick 1993; Miller and Slater 2000;
Laguerre 2005). The greater the diversity of cultures and groups, the better for this larger
political and civic potential of the Internet, and the more effective the resistance to the risk
that the corporate world might set the standards. (For cases of ICT use by different types of
groups, see, e.g., APCWNSP 2000; Allison 2002; WomenAction 2000; Yang 2003; Cama-
cho 2001; Esterhuysen 2000).

18 For instance, in centuries past organized religions had extensive, often global, net-
works of missionaries and clerics. But these partly depended on the existence of a central
authority.
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today—more specifically, for most of the actual practices and formations
likely to constituce the local in most of the world. But there are al so con-
ditions today that contribute to destabilizing these practices and forma-
tions and hence invite a reconceptualization of the local that can accom-
modate a set of instances that diverge from dominant patterns. Key
among these current conditions are globalization and/or globality ascon-
stitutive not only of cross-border institutional spaces but also ef power-
ful imaginaries enabling aspirations to transboundary political practice
even when the actors involved are basically localized.

Computer-centered interactive technologies have played an important
role, precisely in the context of globalization, including global imaginar-
ies. These technologies facilitate multiscalar transactions and simultane-
ous interconnectivity among thoselargely confined to a locality. They can
be used to further develop oldstrategies (e.g., Tsaliki 2002; Lannon 2002)
and to develop new ways of organizing, notably electronic activism (Den-
ning 1999; Smith 2001; Yang 2003). Internet media are the main type of
ICT used. E-mail is perhaps the most widely used, partly because organi-
zations in the global South often have little bandwid:h and slow connec-
tions, making visual and audio intensive (e.g., the WWW) software a far
less usable and effective option. To achieve the forms of globalitythatcon-
cern me in thischapter, it is important that there be a recognition of the se
constraints among major transnational organizations dealing with the
global South: for instance, this means making text-only databases, with
no visuals or HTML, no spreadsheets, and none of the other facilities thar
demand considerable bandwidth and fast connections (e.g.,Paceand Pan-
ganiban 2002: 113).?

As has been widely recognized by now, new ICTs do not simply replace
existing media techniques. The evidence is far from systematic, and che
object of study is continuously undergoing change. But we can basically
identify two patterns. On the one hand, it might mean no genuine need
for these particular technologies given the nature of the organizing, or it

19 There are several organizations that have taken on the work of adjusting to these con-
straints or providing adequate software and other facilities to disadvantaged NGOs.For in-
stance, Bellanet (2002), a nonprofitset up in 1995, aims to help such NGOs gain access to
online information and to disseminate information to the South, To thatend it has set up
web-to-e-mail servers that can deliver web pages by e-mail to users confined to low band-
width. Tt has developed multiple service lines. For example, Bellanet’s Open Developm ent
service line seeks to enable collaboration among NGOs through theuse of open source soft-
ware, open content, and open standards, so it customized the Open Source PhP-Nukesoft-
ware to set up an online collaborative space for the Medicinal Plants Network. Bellanet has
adopted open content for all forms of contents on its web site, freely available to the pub-
lic, and supports the development of an open standard for project information (International
Development Markup Language or IDML). The value of such openstandardsis thatthey
enable information sharing.
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might come down to underutilization. (For studies of particular organi-
zations, see, e.g., Tsaliki 2002; Lannon 2002).2° For instance, a survey of
local and grass-roots human rights NGOsin several regions of the world
found that the Internet makes exchange of information easier and is help-
ful in developing other kinds of collaboration but does not help launch
joint projects (Lannon 2002: 33). On the other hand, there is evidence of
highly creative ways of using the new ICTs along with older media, rec-
ognizing the needs of particular communities. A good example is using
the Internet to send audio files that can then be broadcast over loud-
speakers to groups who lack access to the Internet or are illiterate. The
M. S. Swamintham Research Foundation in southern India has supported
this type of strategy by setting up Village Knowledge Centers catering to
populations that, although mostly illiterate, know exactly what types of
information they need or want. When we consider mixed uses, it becomes
clear that the Internet can often fulfill highly creative functions by being
used with other technologies, whether old or new. Thus Amnesty Inter-
national’s International Secretariat has set up an infrastructure to collect
electronic news feeds via satellite, which it then processes and redistrib-
utes to its staff workstations.

But chere is also evidence that use of these technologies has led to the
formation of new types of organizations and activism. For instance, Yang
(2003) found that what were originally exclusively online discussions
among groups and individuals in China concerned with the environment
evolved into active NGOs. Further, one result of this genesis is that their
membership is national, distributed among different parts of the country.
The variety of online hacktivisms examined by Denning (1999) involve
largely new types of activisms. To mention what is perhaps one of the
most widely known cases of how the Internet made a strategic difference,
the Zapatista movement became two organizational efforts, one a local
rebellionin Mexico, the other a transnational civil society movement. The
latter saw the participation of multiple NGOs concerned with peace,
trade, human rights, and other social justice struggles. It functioned
through both the Internet and conventional media (Cleaver 1998; Ar-
quilla and Ronfeldt 2001), putting pressure on the Mexican government.
Importantly, it shaped a new concept for civil organizing: multiple rhi-
zomatically connected autonomous groups (Cleaver 1998).

But what is far less known is that the local rebellion of the Zapatistas
operated basically without e-mail infrastructure (Cleaver 1998). Coman-
dante Marcos was not on e-mail, let alone able to join collaborative work-
spaces on the web. Messages had to be hand-carried, crossing military

20 In a study of the web sites of international and national environmental NGOs in Fin-
land, Britain, Netherlands, Spain, and Greece, Tsaliki (2002: 15) concludes that the Internet
is mainly useful forintra- and interorganizational collaboration and networking, mostly com-
nlementine alrrarly evictine media techaiomes far issne nraomannn and awarenesc raisine
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lines in order to bring them to others for uploading to the Internet; fur-
ther, the solidarity networks themselves did not all have e-mail,andlocal
communities sympathetic to the struggle often had problems with access
(Mills 2002: 83). Yet Internet-based media did contribute enormously, in
good part because of preexisting social networks (see also Garcia 2002).
Among the electronic networks involved, LaNeta played a crucial role in
globalizing the struggle. LaNeta isa civil society network established with
support of a San Francisco-based NGO, the Institute for Global Com-
munication (IGC). In 1993 LaNeta became a member of APC and began
to function as a key connection between civil society organiza tions in and
outside Mexico. In this regard, it is interesting to note that a local move-
ment made LaNeta into a transnational information hub.

There is little doubt that the gathering, storage, and dissemination of
information are crucial functions for these kinds of organizations (Meyer
1997; Tuijl and Jordan 1999). Human rights, large development, and en-
vironmental organizations are at this point the leaders in the effort to
build online databases and archives (see, for example, Hurnan Rights
Internet at www.hri.ca; Greenpeace’s web site; and Oxfam’s web site).
Oxfam has also set up knowledge centers on its web site—specialized col-
lections around particular issues, such as the Land Rights in Africa site
and its related resource bank (Warkentin 2001: 136). Specialized cam-
paigns, such as those against the WTO, for the banning of landmines, or
for canceling the debt of hyperindebted countries (the Jubilee 2000 cam-
paign), have also been effective at this type of work since it is crucial for
their efforts. Special software can be designed to address the specific need s
of organizations or campaigns. For example, the HR Information ancl
Documentation Systems International (HURIDOCS), a transnational net-
work of human rights organizations, aims at improving access to, dis-
semination of, and use of human rights information. It runs a programto
develop tools, standards, and techniques for documenting violations.

The evidence on NGO use of Internet media also shows the importance
of institutional mechanisms and the use of appropriate software. Amnesty
International has set up an institutional mecharism to help victims of
human rights abuses use the Internet to contact transnational organiza-
tions for help: its Urgent Action Alert is a world wide e-mail alertingsys-
tem with seventy-five networks of letter-writing members who respond to
urgent cases by immediate mailings to key and pertinent entities.>?

21 Another, very different case is Oxfam America's effort to help its staff in the global
South manage and electronically publish information quickly and effectivcly, no easy aims
in countries with unreliable, slow connections and other obstacles to working online. To that
end Oxfam adopted a server-side Content Management System and a dlient-side Anticle-
Builder, called Publ-X, that allows end users to create or edit local XML articles while of -

fline and submit them to the server when work has been completed. An editor on the server
.n
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All of this facilitates a new type of cross-border politics, one centered
in multiple localities yet intensely connected digitally. Adams (1996),
among others, shows us how telecommunications create new linkages
across space that underline the importance of networks of relations and
partly bypass older hierarchies of scale. Activists can develop networks
for circulating place-based information (about local environmental,
housing, political conditions) that can become part of political work
and strategies addressing a global condition—the environment, growing
poverty and unemployment worldwide, lack of accountability among
multinationals, and so forth. The issue here is not so much the possibility
of such political practices: they have long existed in other mediums and
with other velocities. The issue is rather one of orders of magnitude,
scope, and simultaneity: the technologies, institutions, and imaginaries
that mark the current global digital context inscribe local political prac-
tice with new global meanings and new potentialities.22

There are many examples that illustrate the new possibilities and po-
tentials for action. Besides some of the cases discussed above, there is the
vastly expanded repertory of actions that can be taken when electronic
activism is also an option. The “New Tactics in Human Rights Project”
of the Center for Victims of Torture has compiled a workbook with
120 antitorture tactics, including exclusively online forms of action
(www.cvt.org/new_tactic/tools/index.html). The web site of the New
York-based Electronic Disturbance Theater, a group of cyberactivists and
artists, contains detailed information about electronic repertories for ac-
tion (www.thing.net/-rdom/ecd/EDTECD.html). The International Cam-
paign to Ban Landmines, officially launched in 1992 by six NGOs from
the United States, France, Britain, and Germany, evolved into a coalition
of over one thousand NGOs in 60 countries. It succeeded when 130
countries signed the Landmines Ban Treaty in 1997 (Williams and Goose
1998). The campaign used both traditional techniques and ICTs. Inter-
net-based media provided mass distribution better and cheaper than tele-
phone and fax (Scott 2001; Rutherford 2002). Jubilee 2000 used the In-

22 Elsewhere (2002) I have posited that we can conceptualize these “alternative™ net-
works as countergeographies of globalization because they are deeply implicated with some
of the major dynamics and capabilities constitutive of, especially, economic globalization yet
are not part of the formal apparatus or the objectives of this apparatus, such as the forma-
tion of global markets. The existence of a global economic system and its associated insti-
tutional supports for cross-border flows of money, information, and people has enabled the
intensification of transnational and translocal networks and the development of communi-
cation technologies that can escapeconventional surveillance practices. (For one of the most
critical and knowledgeable accounts, see, e.g., World Information Order 2002; Nettime
1997). These countergeographies are dynamic and changing in their locational features. And
they include a broad range of activities, including a proliferation of criminal activities.
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ternet to great effect. Its web site brought together all the information on
debt and campaign work considered necessary for the effort, and infor-
mation was distributed via majordomo listserve, database, and e-mail ad-
dress books.23 Generally speaking preexisting online communication net-
works are important for these types of actions and for e-mail alerts aiming
at quick mobilization. Distributed access is crucial: once an alert enters
the network from no matter what point of access, it spreads very fast
through the whole network. Amnesty’s Urgent Action Alert described
above is such a system. However, anonymous web sites are definitely part
of such communication networks: this wasthe case with S.11.org,a web-
site that can be used for worldwide mobilizations insofar as it is part of
multiple online communication networks. The Melbourne mobilization
against the regional Asian meeting of the World Economic Forum (\WEF)
(Sept. 11-13, 2000) brought activist groups from around Australia to-
gether on this site to coordinate their actions, succeeding in paralyzing a
good part of the gathering, a first in the history of the WEF meetings (Red-
den 2001). There are by now several much studied mobilizations that
were organized online, such as those against the WTO in Seattle in 1999
and against Nike.2*

An important feature of this type of multiscalar politics of the local is
that it is not confined to moving through a set of nested scales from the
local to the national to the international but can directly access other
such local actors, whether in the same country or across borders. One
Internet-based technology that reflects this possibility of escaping nested

23 But, it must be noted, even in this campaign, centered as it was on the global South
and determined as it was to communicate with global South organizations, the latter were
often unable to access the sites (Kuntze, Rottmann, and Symons 2002).

24 There are many other, somewhat less-known campaigns. For instance, when Intel an-
nounced that it would include a unique personal serial number in its new PentiumlIIl pro-
cessing chips, privacy advocacy groups objected to this invasion of privacy. Three groups in
different locarions set up a joint web site called Big Brother Inside ta pravide an organiza-
tional space for advocacy groups operating in two different countries, thereby also enabling
them to use the place-specific resources of the different localities (Leizerov 2000). The Wash-
ington, DC, based group Public Citizen put an early draft of the MAI agreement (a confi-
dential document being negotiated by the OECD behind closed doors) on its web site in
1997, launching a global campaign that brought these negotiations to a halt about eighr
months later. And these campaigns do not always directly engage questions of power. For
instance, Reclaim the Streetsstarted in London as a way to contest the Criminal Justice Act
in England that granted the police broad powers to seize sound equipment and othérwise
discipline ravers. One tacric was to hold street parties in cities across the world: through Ir-
ternet media, participants could exchange notes, tactics on how to deal with the police, and
create a virtual space for coming together. Finally, perhaps one of the most significant de-
velopments is Indymedia, a broad global network of ICT-based alternative media groups
located around the world. Other such alternative media groups are MediaChannel.org,
Zmag.org, Protest.net, and McSpotlight.org.
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hierarchies of scale is the online workspace, often used for Internet-based
collaboration. Such a space can constitute a community of practice (Sharp
1997) or knowledge network (Creech and Willard 2001). An example of
an online workspace is the Sustainable Development Communications
Network, also described as a knowledge space (Kuntze, Rottmann, and
Symons 2002), set up by a group of civil society organizationsin 1998; it
is a virtual, open, and collaborative organization aiming at joint commu-
nications activities to inform broader audiences about sustainable devel-
opment and build members’ capacities to use ICT effectively. It has a
trilingual Sustainable Development Gateway to integrate and showcase
members’ communication efforts. The network contains links to thou-
sands of member-contributed documents, a job bank, and mailing lists on
sustainable development. It is one of several NGOs whose aim is to pro-
mote civil society collaboration through ICTs; others are the Association
for Progressive Communications (APC), One World International, and
Bellanet.

At the same time, this possibility of exiting or avoiding hierarchies of
scale does not preclude the fact that powerfulactors can use the existence
of different jurisdictional scales to their advantage (Morrill 1999) and the
fact that local resistance is constrained by how the state deploys scaling
through jurisdictional, administrative, and regulatory ordess (Judd 1998).
On the contrary, it might well be that the conditions analyzed by Morrill
and Judd, among others, force the issue, so to speak. Why work through
the power relations shaped into state-centered hierarchies of scale? Why
not jump ship if this is an option? This combination of conditions and op-
tions is wellillustrated by research showing how the power of the national
government can subvert the legal claims of first nation-people (Howitt
1998; Silvern 1999), which has in turn led the latter increasingly to seek
direct representation in international fora, bypassing the national state
(Sassen 1996: chap. 3).2% In this sense, then, my effort here is to recover
a particular type of multiscalar context, one characterized by direct local-
global transactions or by a multiplication of local transactions as part of
global networks. Neither type is marked by nested scalings.

There are many examples of such types of cross-border political work.
We can distinguish two forms of it, each capturing a specific type of scalar
interaction. In one the scale of struggle remains the locality, and the ob-
ject is to engage local actors—for example, a local housing or environ-
mental agency—but with the knowledge and explicit or tacit invocation
of multiple other localities around the world engaged in similar localized
struggles with similar local actors. It is this combination of multiplication

25 Though with other objectives in mind, a similar mix of conditions can also partly ex-
plain the growth of transnational economic and political support networks among iromi-
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and self-reflexivity that contributes to constitute a global condition outo f
these localized practices and rhetorics. It means, in a sense, taking Cox’s
notion of scaled “spaces of engagement™ constitutive of local politics and
situating it in a specific type of context, not necessarily the one Cox him-
self might have had in mind. Beyond the fact of relations between scales
as crucial to local politics, itis perhaps the social and political construc-
tion itself of scale as social action (Howitt 1993; Swyngedouw 1997;
Brenner 1998) that needs emphasizing.26 Finally, and crucial to my analy-
sis, is the actual thick and particularized content cf the struggle or dy-
namic that gets instantiated.

These features can be illustrated with the case of the Society for the Pro-
motion of Area Resources (SPARC). This organization began as an effort
to organize slum dwellers in Bombay to get housing. Its purpose is to or-
ganize urban and rural poor, especially women, so as to develop their ca-
pabilities to organize around issues of concern. The focusislocal, and so
are the participants and those whom they seek to reach, usually local gov-
emments. But they have established multiple networks with other, simi-
lar organizations and efforts in other Asian countries,and now also some
cities in Latin America and Africa. The various organizations makingup
the broader network do not necessarily gain power or material resources
from this global networking, but they gain strength for themselves and
vis-a-vis the agencies to which they make their demands.

The second form of multiscalar interaction is one where localized strug-
gles are aiming at engaging global actors, such as the WTO, IMF, or multi-
national firms, either on a global scale or in multiple localities. Local ini-
tiatives can become part of a global network of activisin without losing
the focus on specific local struggles (e.g., Cleaver 1998; Espinoza 1999;
Ronfeldt et al. 1998; Mele 1999).27 This is one of the key forms of criti-
cal politics that the Internet can make possible: a politics of the local with
a big difference—these are localities that are connected with each other
across a region, a country, or the world. From struggles around human
rights and the environment to workers’ strikes and AIDS campaigns
against the large pharmaceutical firms, the Internet has emerged as a pow-

26 Some of these issues are well developed in Adams’ (1996) study of the Tiananmen
Square uprisings of 1989, the popular movement for democracy in the Philippines in the
mid-1980s, and the U.S. civil rights movement in the 1950s. Prorest, resistance, autonomy,
and consent can be constructed at scales that can escape the corfines of territorially bounded
jurisdictions.

27 One might distinguish a third type of political practice along these lires, one that tucns
asingle event into a global media event, which in turn serves to mobilize individuals and or-
ganizations around the world in support of that initial action or around similar such oc-
currences elsewhere. Among the most powerful of these actions, and now emblematic of this
type of politics, are those by the Zapatistas. The possibility of a single human rights abuse
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erful medium for nonelites to communicate, support each other’s strug-
gles, and create the equivalent of insider groups at scales going from the
local to the global.28 The possibility of doing so transnationally at a time
when a growing set of issues are seen as escaping the bounds of nation-
states makes this even more significant.

Yet another key scalar element here is that political activists can use dig-
ital networks for global transactions but also for strengthening local
communications and transactions inside a city. The architecture of digital
networks, primed to span the world, can actually serve to intensify trans-
actions among residents of a city or region. It can serve to make them
aware of neighboring communities and to gain an understanding of local
issues that resonate positively or negatively with communities that are
right in the same city, rather than with those that are at the other end of
the world (Lagverre 2005, Riemens and Lovink 2002). Recovering how
the new digital technology can serve to support local initiatives and al-
liances inside a locality is conceptually important given the almost exclu-
sive emphasis on their global scope and deployment in the representation
of these technologies.2?

Coming back to Howitt’s (1993) point about the constructing of the ge-
ographical scales at which social action can occur, let me suggest that elec-
tronic space is, perhaps ironically, a far more concrete space for social
struggles than that of the national political system. It becomes a place
where nonformal political actors can be part of the political scene in a
way that is much more difficult in national institutional channels. Na-
tionally, politics needs to run through existing formal systems, whether
the electoral political system or the judiciary (taking state agencies to
court). Nonformal political actors are rendered invisible in the space of
national politics. Electronic space can accommodate a broad range of so-
cial struggles and facilitate the emergence of new types of political sub-
jects that do not have to go through the formal political system.39 Indi-

28 The Internet may continue to be a space fordemocraticpractices, buc it will be so partly
as a form of resistance against overarching powers of the economy and of hierarchical power
(e.g., Calabrese and Burgelman 1999; see also Warf and Grimes 1997}, rather than the space
of unlimited freedom that is part of its romantic representation. The images we must bring
inro this representation increasingly need to deal with contestation and resistance to com-
mercial and military interests, rather than simply freedom and interconnectivity (Sassen
2002).

2% One instance of the need to bring in the local is the issue of what data bases are avail-
able to locals. Thus the World Bank’s Knowledge Bank, a development gateway aimed at
spurring ICT use and applications to build knowledge, is too large according to some (Wilks
2001). A good example of a type and size of database is Kubatana.net, an NGO in Zim-
babwe that provides web site content and ICT services to national NGOs. It focuses on na-
tional information in Zimbabwe rather than going global.

30 I have made a parallel argument for the city, especially the global city, being a more
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viduals and groups that have historically been excluded from formal po-
litical systems and whose struggles can be partly enacted outside those sys-
tems can find in electronic space an enabling environment both for their
emergence as nonformal political actors and for their struggles.

The types of political practice discussed here are notthe co smopolitan
routeto the global.3! They areglobal through the knowing multiplication
of local practices. These are types of sociability and struggle deeply em-
bedded in people’s actions and activities. They are also forms of institution-
building work with global scope that can come from localities and net-
works of localities with limited resources and from informal social actors.
We see here the potential transformation of actors “confined> to domes-
tic roles into actors in global networks without having to leave theirwork
and roles in their communities. From being experienced as purely do-
mestic and local, these “domestic” settings are transformed into mi-
croenvironments located on global circuits. They do not have to becorne
cosmopolitan in this process; they may well remain domestic and par-
ticularistic in their orientation and remain engaged with their house-
holds and local community struggles, and yet they are participating in
emergent global politics. A community of practice can emerge that cre-
ates multiple lateral, horizontal communications, collaborations, solidar-
ities, supports. I interpret these as microinstances of partial and incipient
denationalization.

Conclusion

The two cases focused on in this chapter reveal two paralle! developments
associated with particular technical properties of the new ICT's that have
become crucial for both financial markets and electronic activism. And
they reveal a third, radically divergent outcome, one I interpret as signal-
ing the weight of the specific social logics at work in each case.

First, pechaps the most significant feature in both cases is the possibil-
ity of expanded decentralization and simultaneous integration. The fact
that local political initiatives can become part of a global network paral-
lels the articulation of the capital market with a network of financial cen-
ters. The fact that the former rely on public access networks and the lat-
ter on private dedicated networks does not alter this technical outcome.

tronic space resonates with many of the activisms proliferating in large cities: struggles
against police brutality and gentrification, for therightsof the homeless and immigraats, for
the rights of gays, lesbians, and queers.

31 This has become an issue in my current work: the possibility of formsof globality that
are not cosmopolitan. It stems partly from my critique of the largely unexamined assurmp-
tion that forms of politics, thinking, and consciousness that areglobal are ipso facto defined

an cnomsianlitan fraa Cannan 2INNGY



84 SASKIA SASSEN

Among the technical properties that pcoduce the specific utility in each
case is the possibility of being global without losing the focus on specific
local conditions and resources. As with the global capital market, there is
little doubt that digital networks have had a sharp impact on resource-
poor organizations and groups engaged in cross-border work.

Second, once established, this condition of expanded decentralization
and simultaneous integration enabled by global digital networks produces
threshold effects. Today’s global electronic capital market can be distin-
guished from earlier forms of international financial markets due to some
of the technical properties of the new ICTs, notably the orders of magni-
tude that can be achieved through decentralized simultaneous access and
interconnectivity, and through the softwaring of increasingly complex in-
struments. In the second case, the threshold effect is the possibility of
constituting transboundary publics and imaginaries rather than being
confined to communication. Insofar as the new network technologies
strengthen and create new types of cross-border activities among nonstate
actors, they enable the constitution of a distinct and only partly digital
condition variously referred to as global civil society, global publics, and
commons.

Third, the significant difference lies in the substantive rationalities, val-
ues, objectives, and conditionings to which each of these two types of
cases is subject. Once we introduce these issues, we can see a tendency
toward cumulative causation in each case leading to a growing differ-
entiation in outcomes. The constitutive capabilities of the new ICTs ac-
tually lie in a combination of digital and nondigital variables. It is not
clear that the technology by itself could have produced the outcome. The
nondigital variables differ sharply between these two cases, even as digi-
tization is crucial to constituting the specificity of each case. The diver-
gence is evident in the fact that the same technical properties produced
greater concentration of power in the case of the capital market and
greater distribution of power in the case of global digital networks.
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The New Mobility of Knowledge:
Digital Information Systems and
Global Flagship Networks

DIETER ERNST

Di1GITAL INFORMATION systems (DIS) are electronic systeins that integrate
software and hardware to enable communication and col labor ativework
(Chandler and Cortada 2000). These systems are not develope d ina vac-
uum. Theyare a response to transformations in economic instit utions and
structures that determine industrial dynamics. “Globalization” isawidely
used shorthand for those transformations.

How does globalization interact with DIS? To answer that question, we
need to open the black box of “globalization.” I define globa lization as
the integration, across borders, of markets for capital, goods, services,
knowledge, and labor. Barriers to integration continue to exist, of course,
in each of these different markets (especially for low-wage labor), so in-
tegration is far from perfect. But there is no doubt that a massive inte-
gration has taken place across borders that, only a short while ago,
seemed to be impenetrable.

This raises the question: Who are the “integrators™? States obviously
play an important role in reshaping institutions and regulations. Equally
important are private actors, especially large global corporations. Both
sets of actors increasingly interact through complex digital forrmations, as
outlined elsewhere in this book. The study of these formations allows us
to identify what is “new” about the global economy.

This chapter focuses on digital formations centered in the corporate sec-
tor. It explores the link between transformations in internation al business
organization and industry dynamics. Theapproach that I have chosen fo-
cuses on international knowledge diffusion through an extension of firm
organization across national boundaries. A central argument 1s that two
interrelated transformations in the organization of international business
may gradually reduce constraints on international knowledge diffusion:
the evolution of cross-border forms of corporate networking pr actices, es-
pecially global flagship networks (GFNs), and the increasing uise of digi-
tal information systems to manage these networks. GFNs expand inter-
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firm linkages across national boundaries, increasing the need for knowl-
edge diffusion, while DIS not only enhance information exchange, but
also provide new opportunities for the sharing and joint utilization and
creation of knowledge.

This argument runs counter to a widespread belief, formalized by ag-
glomeration and innovation economists and network sociologists, that
knowledge is stickier in space (i.e., less mobile) than markets, finance, or
production facilities (e.g., Markusen 1996; Archibugi and Michie 1995;
Breschiand Malerba 2001). This is said to be true in particular for higher-
level, mostly tacit forms of “organizational knowledge” required for
learning and innovation. This chapter demonstrates that, in the emerging
global network economy, we need to reconsider and amend the “stickiness-
of-knowledge” proposition.

I first introduce two conceptual building blocks: a framework that links
GFNs, DIS, and knowledge diffusion, and a stylized model of forces that
drive the development of GFNs. Next I look at the economic structure
and peculiar characteristics of the flagship network model that foster
the new mobility of knowledge. I explore how two distinctive character-
istics of GFN, which are enhanced by DIS, shape the scope for interna-
tional knowledge diffusion: a rapid yet concentrated dispersion of value
chain activities, and, simultaneously, their integration into hierarchical
networks.

Finally, I explore some inherent contradictions of GFNs that reflect the
increasingly complex nature of digital formations in the corporate sector.
I argue that the combined forces of DIS and GFNs are gradually reducing
constraints to international knowledge diffusion. This might actually
make it easier for less advanced countries to access and use state-of-the-
art knowledge. It may also provide new opportunities for “late innova-
tion” strategies in these countries that attempt to redress the imbalance
between excellence in manufacturing and a weak basis for knowledge cre-
ation (Ernst 2004a, 2004b, Ernst and Lundvall, 2004). The crucial issue
is how this will affect the geographic distribution of “innovative capabil-
ities,” defined as the skills, knowledge, and management approaches
needed to create, change, or improve products, services, equipment, and
processes. As we will see, much of the new mobility of knowledge is fo-
cused on the redeployment of “blue-collar” forms of knowledge produc-
tion to locations with lower costs of knowledge workers (Ernst 2004b):
knowledge diffusion has created new “cost-and-time-reduction centers”
in lower-income regions that thrive on the timely provision of knowledge
support services like supply chain management, design services, and de-
tailed engineering. Yet the sources of knowledge creation remain concen-
trated in a few global “centers of excellence” that combine unique capa-

THE NEW MOBILITY OF KNOWLEDGE 91

bilities in research, global branding, standard definition, and system inte-
gration (e.g, Pavitt 2003; Ernst 2004a).

Conceptual Framework

A GFN integrates a flagship’s dispersed production, customer, and knowl-
edge bases. Covering both intrafirm and interfirm transactions and forms
of coordination, the network links together the flagship’s own subsid-
iaries, affiliates, and joint ventures with its subcontractors, suppliers,
service providers, as well as partners in strategic alliances. While equity
ownership is not essential, network governance is distinctively asymmet-
ric. The new mobility of knowledge is an unintended consequence of the
evolution of these corporate networks. Global corporations {the “net-
work flagships™) construct these networks to gain quick access to skills
and capabilities at lower-cost overseas locations that complement the flag-
ships’ core competencies. Furthermore, flagships need to transfer techni-

opportunities
« knowledge sharing
* new geographic areas
» “organizational
knowledge"
Global Flagship Knowledge
Networks - T == Diffusion
« dispersion.concentrated constraints
. :diverse & (localized —
governance: Digital Information | |*localize |
asymmelric . Systems (tacit knowledge)
* outsourcing:pervasive » communication barriers
« communication - synchronous e jpstitutions/culture __—

* low-cost audio-visual knowledge - limiled # of clusters

representation * higher-tier suppliers
* remote control
* knowledge exchange among multiple

networks participants
+ outsourcing of specialized knowledge

services

Figure 1. GFNs, DIS, and knowledge diffusion. Describes a simple framework to
explore the links between GFNs, DIS, and knowledge diffusion.
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cal and managerial knowledge to local suppliers. This is necessary to up-
grade the suppliers’ technical and managerial skills, so that they can meet
the technical specifications of the flagships. Originally this involved pri-
marily operational skills and procedures required for routine manufac-
turing and services. Over time, knowledge sharing also incorporates
higher-level, mostly tacit forms of “organizational knowledge” required
for learning and innovation (Ernst and Kim 2002a). The more dispersed
and complex these networks, the more demanding their coordination re-
quirements. Knowledge sharing is the necessary glue that keeps these
networks growing (Ernst 2002a). In short, knowledge exchange pene-
trates new geographic areas, and the contents of knowledge become more
complex.

The use of DIS as a management tool can enhance the scope for knowl-
edge sharing among multiple network participants at distant locations.
But these changes will occur only gradually, as a long-term, iterative learn-
ing process, based on search and experimentation. The digitization of
knowledge implies that it can be delivered as a service and built around
open standards. This has fostered the specialization of knowledge cre-
ation, giving rise to a process of modularization, very much like earlier
modularization processes in hardware manufacturing. As a result, one of
the most important recent developments that affect international knowl-
edge diffusion is the rapidly growing trade in intellectual property rights
(IPR) (Yau and Das 2001).

Under the heading of “e-business,” a new generation of networking
software provides a greater variety of tools for representing knowledge,
including low-cost audiovisual representations (Foray and Steinmueller
2001). Those programs also provide flexible information systems that
support not only information exchange among dispersed network nodes,
but also the creation, utilization, and sharing of knowledge among mul-
tiple network participants at remote locations (Jergensen and Krogstie
2000). New forms of remote control are emerging for manufacturing
processes, quality, supply chains, and customer relations. Equally impor-
tant are new opportunities for the joint production across distant loca-
tions of knowledge support services (e.g., software engineering and de-
velopment, business process oussourcing, maintenance and support of
information systems, as well as skill transfer and training).

While much of this is still atan early stage of trial and error, interna-
tional business now faces a huge potential for extending knowledge ex-
change across organizational and national boundaries. But, as Sassen
outlines in her chapter, the uncertainties and complexities of operat-
ing in global markets mean that there are agglomeration economies to
be derived from dense spatial concentrations of specialized network
suppliers.
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Forces Driving Global Flagship Networks

A defining characteristic of digital formations in the corpocate sector
is the transition from vertically integrated multinational corporati ons
(MNC:s), with their focus on stand-alone, equity-controlled vverseas in-
vestment projects, to global flagship networks that integrate their mseeo-
graphically dispersed supply, knowledge, and customer bases (Ernst 2002b.
This contrasts with centuries of economic history where MNCs were
the main drivers of international production (e.g., Braudel 1992; Will<ins
1970). Typically, the focus of MNCs has been on the penetration of pre-
tected markets through tariff-hopping investments, and on the use of as-
sets developed at home to exploit international factor cost differenti als,
primarily for labor (e.g., Dunning 1981). This has given rise to a pecu liar
pattern of international production: stand-alone offshore production s ites
in low-cost locations are linked through triangular trade with the major
markets in North America and Europe (e.g., Dicken 1992).

What forces have driven the shift in industrial organization from MMNGs
to GFNs? To answer this question, we highlight three interre lated ex-
planatory variables: institutional change through liberalization; charages
in competition and industrial organization; and information and com-
munications technologies that gave rise to DIS.

Institutional Change: Liberalization

Liberalization dates back to the early 1970s: it thrived in response to the
breakdown of fixed exchange rate regimes and the failuce of Keynesi ar-
ism to cope with pervasive stagflation. To a large degree, it has been ini-
tiated by government policies. But there are also other actors that h ave
played an important role: financial institutions, rating agencies, supra na-
tional institutions like bilateral or multilateral investment treaties, ancl re-
gional integration schemes, like the European Union or North American
Free Trade Agreement. In some countries with decentralized devolution
of political power, regional governments can also play an important r ofe.

Liberalization imposes far-reaching changes on the economic inst it-
tions, that is, the rules of the game that structure economic interactions.
These institutions shape the allocation of resources, the rules of comp eti
tion, and firm behavior.! Liberalization covers four main policy areas:

1 Liberalization affects all aspects of institutions, bur at different speed. North (1996 = 12}
distinguishes formal rules (statute law, common law, regulations), informal constraints ( con
ventions, norms of behavior, self-imposed codes of conduct), and the enforcement cha rac
teristics of both. While liberalization will first affect formal rules, informal constraints and
enforcement mechanisms are more difficult to change. This implies that there is no heme-
geneous model of liberalization, but many different and often hybrid forms.
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trade, capital flows, foreign direct investment (FDI), and privatization
While each of these has generated separate debates in the literature, the )
hang_ together. Earlier success in trade liberalization has sparked a’n ex}-'
pansion of trade and FDI, increasing the demand for cross-border capital
flows. Th_is has increased the pressure for a liberalization of capital rl:mr-
kets, forcing more and more countries to open their capital accounts, |
turn, this has led to a liberalization of FDI policies, and to privatizat'iog
tournaments.

The overall effect of liberalization has been a considerable reduction in
_the cost and risks of international transactions and a massive increase in
International liquidity. Global corporations (the network flagships) have
been the prirpary beneficiaries: liberalization provides them with a greater
range of choices for market entry among trade, licensing, subcontracting
ﬁ:anchnsmg, and so forth (locational specialization) than otherwise; it ro-’
vides better access to external resources and capabilities that a fiagShip
peeds to complement its core competencies (vertical specialization); and
it has reduced the constraints for a geographic dispersion of the \’ralue
chain (spatial mobility).

Competition and Industrial Organization

As- liberalization has been adopted as an almost universal policy doctrine
this has drastically changed the dynamics of competition. Again, we re:
duce the complexity of these changes and concentrate on two im,pacts- a
broader_ geographic scope of competition, and a growing complexity 'of
competitive requirements. Competition now cuts across national bor-
d.e.rs—.a firm’s position in one country is no longer independent of its po-
sition in other countries (e.g., Porter 1990). This has two implications
The f_'irm must be present in all major growth markets (dispersion). It mus;
also Integrate its activities on a worldwide scale, in order to exploit and
coqrfilnate linkages between these different locations (integration). Com-
petition also cuts across sector boundaries and market segments: £nutual
raldl.ng 9f establi§hed market segment fiefdoms has become th.e norm,
$iill<11rt1§e:1 .more difficult for firms to identify market niches and to grow
This ha.s forced firms to engage in complex strategic games to preempt
a compf.tntOr's move. This is especially the case for knowledge-intensive
industries like electronics (Ernst 2002b). Intense price competition needs
to be co.mbined with product differentiation, in a situation where contin-
uous price wars erode profit margins. Of critical importance, however, is
speed-to-market: getting the right product to the largest-volume segme’nt
of the market right on time can provide huge profits. Being late can be a
disaster and may even drive a firm out of business. The result has been an
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increasing uncertainty and volatility, and a destabilization of established
market leadership positions (Richardson 1996; Ernst 1998).

This growing complexity of competition has changed the determinarats
oflocation, as well as industrial and firm organization. Take first location
decisions. While both market access and cost reductions remain impor-
tant, it became clear that they have to be reconciled with a number of
equally important requirements that encompass the exploitation of un-
certainty through improved operational flexibility (e.g., Kogut 1985; Ko-
gut and Kulatilaka 1994); a compression of speed-to-market through re-
duced product development and product life cycles (e.g., Flaherty 198 6);
learning and the acquisition of specialized external capabilities (e.g., An-
tonelli 1992; Kogut and Zander 1993; Zander and Kogut 1995; Zanfei
2000; Dunning 2000); and a shift of market penetration strategies from
established to new and unknown markets (e.g., Christensen 1997).

Equally important are changes in industrial organization. No firm, not
even a dominant market leader, can generate all the different capabilities
internally that are necessary to cope with the requirements of globalcom-
petition. Competitive success thus critically depends on vertical special-
ization: a capacity to selectively source specialized capabilities ouzside the
firm that can range from simple contract assembly to quite sophisticated
design capabilities. This requires a shift from individual to increasingly
collective forms of organization, from the multidivisional (M-form) furic-
tional hierarchy (e.g., Williamson 19735, 1985; Chandler 1977) of multi-
national corporations to the networked global flagship model.

The electronics industry has become the most important breeding
ground for this new industrial organization model. Over the last decades.
a massive process of vertical specialization has segmented an erstwhile
vertically integrated industry into closely interacting horizontal layers
(Grove 1996). Until the early 1980s, IBM personified “vertical integra-
tion™: almost all ingredients necessary to design, produce, and commer-
cialize computers remained internal to the firm. This was true for semi-
conductors, hardware, operating systems, application software,and sales
and distribution. Above all, “IBM was famous (some would say noteri-
ous) for the power of its sales force . . . (and distribution system)™ (Sobel
1986: 37).

Since the mid-eighties, vertical specialization has become the industry’s
defining characteristic. Most activities that characterized a computer com-
pany were now being farmed out to multiple layers of specialized suppli-
ers, giving rise to rapid market segmentation and an ever-finer specializa-
tion within each of the above five main value chain stages. This has given
rise to the coexistence of complex, globally organized, product-specific
value chains (e.g., for microprocessors, memories, board assembly, PCs,
networking equipment, operating systems, applications software, and
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sales and distribution). In each of these value chains, GFNs compete with
each other but may also cooperate (Ernst 2002a). The number of such
networks and the intensity of competition vary across sectors, reflecting
their different stage of development and their idiosyncratic industry
structures.

Information and Communication Technology:
Digital Information Systems

The use of DIS to manage these networks has accelerated this process. For
the manufacturing of electronics hardware, the use of DIS facilitated ge-
ographic dispersion. This is now being mirrored by similar developments
for software and electronic design and engineering.

We first need to highlight important transformations in the use of DIS
as a management tool. From a machine to automate transaction process-
ing, the focus has shifted to the extraction of value from information re-
sources, and then further to the establishment of Internet-enabled, flexi-
ble information infrastructures that can support the extraction and
exchange of knowledge across firm boundaries and national borders. A
combination of technological and economic developments is responsible
for this transformation.

On the technology side, the rapid developmentand diffusion of cheaper
and more powerful information and communication technologies (e.g.,
Sichel 1997; and Flamm 1999) has considerably reduced transaction
costs. In addition, the move toward more open standards in DIS archi-
tecture (UNIX, Linux, HTML) and protocols (TCP/IP) enabled firms to
integrate their existing intranets and extranets? on the Internet, which, by
reducing cost and multiplying connectivity, dramatically extended their
reach across firm boundaries and national borders.

Compared to earlier generations of DIS, the Internet appears to provide
much greater opportunities to share knowledge with a much greater num-
ber of people faster, more accurately, and in greater detail, even if they are
not permanently colocated (Litan and Rivlin, 2001; Ernst 2001a, 2001b).
The most commonly used technologies today facilitate asynchronous in-
teraction, such as e-mail or non-real-ume database sharing. But as data
transfer capacity (“bandwidth”) increases, this is creating new opportu-
nities for using technologies that facilitate synchromnous interaction such
as real-time data exchange, video-conferencing, as well as remote control

2 An “intranet” is defined as a private network contained within an organization (a firm)
that consists of many interlinked local-area networks (LANS). Its main purpose is to share
company information and computer resources among employees. An “extranet,” in turn, is
aprivate network that links theflagship via conventional telecommunications networks with
preferred suppliers, customers, and strategic partners.
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of manufacturing processes, product quality and inventory, maintenance
and repair, and even prototyping. This has created new opportunities for
extending knowledge exchange across organizational and national bound-
aries, hence magnifying the scope for vertical specialization. Equally im-
portant, wireless Internet-based technologies have increased the mobil ity
of DIS.

On the economic side, vertical specialization, particularly pronounced
in the electronics industry, poses increasingly complex information re-
quirements (e.g., Chen 2002; Macher, Mowery, and Simcoe 2002). As
firms now have to deal with constantly changing, large numbers of spe-
cialized suppliers, they need flexible and adaptive information systems to
support these diverse linkages. These requirements become ever more de-
manding as flagships attempt to integrate their dispersed production,
knowledge, and customer bases into global and regional networks. DIS
now need to provide new means to improve global supply chain man-
agement and speed-to-market. DIS also need to provide for effective com-
munication between design and manufacturing, and for the exchange of
proprietary knowledge. The semiconductor industry provides examples
for both developments (e.g., Macher, Mowery, and Simcoe 2002): verti-
cal specialization gives rise to the separation of design (“fabless design™)
and manufacturing (“silicon foundry™). This creates very demanding re-
quirements for knowledge exchange between muiltiple actors at distant
locations, say, a design house in Silicon Valley and a silicon foundry in
Taiwan’s Hsinchuh Science Park. Vertical separation of design and pro-
duction of semiconductor devices in turn has created a vibrant trade in
“intellectual property rights” among specialized design firms that create,
license, and trade “design modules™ for use in integrated circuits.

In addition, far-reaching changes in work organization have funda-
mentally increased the requirements for information management and for
the exchange of knowledge (e.g., Ciborra et al. 2000). The transition from
Fordist “mass production” to “mass customization” requires a capacity
to constantly adapt products or services to changing customer require-
ments, “sensing and responding” to individual customer need sin real time
(Bradley and Nolan 1998). This necessitates dynamic, interactive infor-
mation systems and a capacity to rapidly adjust the ocganization of Arms
and corporate networks to disruptive changes in markets and technology.
Third, real-time resource allocation, performance monitering, and ac-
counting became necessary, due to the short-term pressures of the finan-
cial system (quarterly reports) and the shortening life cycles of products
and technologies. Fourth, to cope with ever more demanding competitive
requirements, firms have to continuously adapt their organization and
strategy, hence the demand for flexible DIS.

Following Brynjolfsson and Hitt (2000), I argue that the impact of DIS
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on economic performance is mediated by a combination of intangible in-
puts as well as intangible outputs that act as powerful catalysts for or-
ganizational innovation.3 After a while, these induced organizational
changes may lead to productivity growth by reducing the cost of coordi-
nation, communications, and information processing. Most importantly,
these ocganizational changes may enable firms “to increase output qual-
ity in the form of new products or in improvements in intangible aspects
of existing products like convenience, timeliness, quality and variety.”
(Brynjolfsson and Hitt 2000: 4). In short, we are talking about a complex
process that involves a set of interrelated (“systemic™) changes (Milgrom
and Roberts 1990). By combining DIS with changes in work practices,
strategies, and products and services, a firm transforms its organization
as well as its relations with suppliers, partners, and customers.

Once we adapt such a framework, it becomes clear that firms that par-
ticipate in GFN’s can reap substantial benefits from using DIS as a man-
agement tool. There is ample scope for cost reduction across all stages of
the production process, both for the flagship company and for local sup-
pliers. Procurement costs can be reduced by means of expanded markets
and increased competition through Internet-enabled online procurement
systems. Another cost-reducing option is to shift sales and information
dissemination to lower-cost online channels.

The transition to Internet-based information systems can drastically ac-
celerate speed-to-market by reducing the time it takes to transmit, receive,
and process routine business communications such as purchase orders, in-
voices, and shipping notifications. There is much greater scope for knowl-
edge management: documents and technical drawings can be exchanged
in real time, legally recognized signatures can be authenticated, browsers
can be used to access the information systems of suppliers and customers,
and transactions can be completed much more quickly.

A further advantage can be found in the low cost of expanding an
Internet-based information system. While establishing a network back-
bone requires large up-front fixed investment costs (purchasing equip-
ment, laying new cable, training), the cost of adding an additional user to
the networck is negligible. The value of the network thus increases with
the number of participants (“network externalities”). In addition, the In-
ternet and related organizational innovations provide effective mecha-
nisms for constructing flexible infrastructures that can link together and

3 Intangible inputs include, for instance, the development of new software and databases,
the adjustment of existing business processes, and the recruitment and continuous upgrad-
ing of specialized human resources. Of equal importance are intangible outputs that would
not exist without DIS, like speed of delivery, flexibility of response to abrupt changesin de-
mand and technology, and organizational innovations, such as “just-in-time” (JIT), “mass
customization,” the built-to-order (BTO) production model, integrated supply chain man-
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coordinate knowledge exchange between distant locations (Hagstrom
2000; Pedersen, Tolle, and Vesterager 1999; Antonelli 1992).

This has important implications for organizational choices and leca-
tional strategies of firms. In essence, Internet-enabled DIS foster the de-
velopment of leaner, meaner, and more agile production systems that cut
across firm boundaries and national borders. The underlying vision is that
of networks of networks that enable a global network flagship to respond
quickly to changing circumstances, even if much of its value chain has
been dispersed. DIS, especially the open-ended structure of the Internet,
substantially broadens the scope for vertical specialization. It allows
global flagships to shift from partial outsourcing, covering the nuts and
bolts of manufacturing, to systemic outsourcing thatincludes knowledge-
intensive support services, such as software production, electronic design
services, business process outsourcing, maintenance and repair of infor-
mation systems, and skill transfer and training (Ernst 2004d).

The Flagship Network Model
Theoretical Foundations

Until recently, these fundamental changes in the organization of interna-
tional production have been largely neglected in the literature, both in re-
search on knowledge spillovers through FDI and in research on the in ter-
nationalization of corporate R&D. This is now beginning to change.
There is a growing acceptance in the literature that, to capture the impact
of globalization on industrial organization and upgrading, the focus of our
analysis needs to shift away from the industry and the individual firma to
the international dimension of business networks (e.g., Bartlett and
Ghoshal 1989; Gereffi and Korzeniewicz 1994; Ernst 1997; Rugman and
D’Cruz 2000; Birkinshaw and Hagstrem 2000; Borrus, Ernst, and Hag-
gard 2000; Pavitt 2003; Ernst and Kim, 2002b; Ernst and Ozawa 2002).
Flagship-driven corporate networks are of course only one of diversecom-
plex digital formations that are currently reshaping the international econ-
omy (see contributions by Sassen, Garcia, and Latham in this volurie ).

My model of GFNs emphasizes three essential characteristics: (1)
scope—GFNs encompass all stages of the value chain, not just produc-
tion; (2) asymmetry—flagships dominate control over network resources
and decision making; and (3) knowledge diffusion—the sharing of knowl-
edge is the necessary glue that keeps these networks growing.

A focus on international knowledge diffusion through an extension of
firm organization across national boundaries distinguishes my concept of
GFN from network theories developed by sociologists, economic geogra-

phers, and innovation theorists that focus on localized, mostly interper-
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100 DIETER ERNST

lem o f these theories is that industries now operate in a global rather than
a localized setting (Ernst et al. 2001). Important complementarities exist,
however, with work on global commaodity chains (GCC) (e.g., Gereffi and
Korzeniewicz 1994). A primary concern of the GCC literature has been
to explore how different value chain stages in an industry (e.g., textiles)
are dispersed across borders, and how the position of a particular loca-
tion in such a GCC affects its development potential through access
to economic rents (e.g., Gereffi and Kaplinsky 2001; Henderson et al.
2001).4 Strong complementarities also exist with research on computer-
based flexible information infrastructures that frequently uses the terms
“extended enterprise” or “virtual enterprise,” where the first stands for
more durable network arrangements, while the latter stands for very
short-term ones (e.g., Pedersen 1999; Jargensen and Krogstie 2000; and
various issues of the electronic journal www.virtual-organization.net).

As for the dynamics of network evolution, my approach complements
the transaction cost approach to networks and vertical disintegration that
centers on the presumed efficiency gains from these organizational choices
(e.g., Williamson 19835, 197 5; Milgrom and Roberts 1990). The latter ap-
proach, however, skips some of the more provocative chapters in the eco-
nomic history of the modern corporation. Chandler’s vibrant histories
(e.g., 1997) show that the quest for profits and market power via in-
creased throughput and speed of coordination were more important in
explaining hierarchy than the traditional emphasis on transaction costs.
This implies that the analysis of the determinants of institutional form
must move beyond a narrow focus on transaction costs to the broader
competitive environment in which firms operate. It is time to bring back
into the analysis market structure and competitive dynamics, as well as
the role played by knowledge and innovation. Like hierarchies, GFNs not
only promise to improve efficiency but can permit flagships to sustain
quasi-monopoly positions, generate market power through specializa-
tion, and raise entry barriers; they also enhance the network flagships’ ca-
pacity for innovation (Ernst 1997; Borrus, Ernst, and Haggard 2000:
chap. 1).

Network Characteristics

GFNs differ from MNCs in three important ways that need to be taken
into account in the study of knowledge diffusion (Ernst 2002a, 2002b,
2004d). First, these networks cover both intrafirm and interfirm transac-

4 Unfortunately, no one has as yet come up with a convincing and robust set of indica-
tors. How should academicresearchers, even with the best possible funding, be able to mea-
sure distribution of rents across borders when global flagships like Enron and telecom ma-
jors excel in the developmenr of sophisticated off-balance-sheet financial techniques and
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tions and forms of coordination: a GFN links together the flagship's own
subsidiaries, affiliates, and joint ventures with its subcontractors, suppli-
ers, service providers, as well as partners in strategic alliances. A network
flagship like IBM or Intel breaks down the value chain into a variety of
discrete functions and locates them wherever they can be carried out most
effectively, where they can improve the flagship’s access to resources and
capabilities, and where they are needed to facilitate the penetration of im-
portant growth markets.

Second, GFNs differ from MNCs in that a great variety of governance
swuctures are possible. These networks range from loose linkages that are
formed to implement a particular project and are dissolved after the proj-
ect is finished, so-called virtual enterprises (e.g., Pedersen et al. 19%9: 16),
to highly formalized networks, “extended enterprises,” with clearly de-
fined rules, common business processes, and shared information infra-
structures. What matters is that formalized networks do not require com-
mon ownership: these arrangements may or may not involve control of
equity stakes.

Third, vertical specialization (“outsourcing” in business partance is the
main driver of these networks (Ernst 2002b). GFNs help flagships to gain
quick access to skills and capabilities at lower-cost overseas locatiens that
complement the flagships’ core competencies. As the flagship integrates
geographically dispersed production, customer, and knowledge bases into
GFNs, this may well produce transaction cost savings. Yet the real bene-
fits result from the dissemination, exchange, and outsourcing of knowl-
edge and complementary capabilities.

Increasingly, the focus of outsourcing is shifting from assembly-type
manufacturing to knowledge-intensive support services, like supply chain
management, engineering services, and new product introduction. Qut-
sourcing may also include design and product development. This indicates
that GFNs also differ from traditional forms of subcontracting: much
denser interaction between design and production and other stagesof the
value chain require substantially more intense exchange of information
and knowledge. Network flagships increasingly rely on the skills and
knowledge of specialized suppliers to enhance their core competencies.

Two distinctive characteristics of GFN thatare enhanced by DISshape
the scope for international knowledge diffusion: a rapid yet concentrated
dispersion of value chain activities and, simultaneously, their integration
into hierarchical networks.

Concentrated Dispersion

GFNs typically combine a rapid geographic dispersion with spa tial con-
centration on a growing but still limited number of specialized clusters.
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excellence” that combine unique resources, such as R&D and precision
mechanical engineering, and “cost and time reduction centers” that thrive
on the timely provision of lower-cost services.® Different clusters face dif-
ferent constraints to knowledge diffusion, depending on their speciali-
zation, and on the product composition of GFNs. The dispersion of clus-
ters differs across the value chain: it increases, the closer one gets to the
final product, while dispersion remains concentrated especially for high-
precision and design-intensive components.

Let us look at some indicators in the electronics industry, a pace setter
of the flagship network model (Ernst 2002b, 2004d). On one end of the
spectrum is final PC assembly that is widely dispersed to major growth
markets in the United States, Europe, and Asia. Dispersion is still quite
extended for standard, commodity-type components, but less so than for
final assembly. For instance, flagships can source keyboards, computer
mouse devices, and power switch supplies from many different sources,
in Asia, Mexico, and the European periphery, with Taiwanese firms play-
ing an important role as intermediate supply chain coordinators. The
same is true for printed circuit boards. Concentration of dispersion in-
creases, the more we move toward more complex, capital-intensive pre-
cision components: memory devices and displays are sourced primarily
from “centers of excellence” in Japan, Korea, Taiwan, and Singapore;
and hard disk drives from a Singapore-centered triangle of locations in
Southeast Asia. Finally, dispersion becomes most concentrated for high-
precision, design-intensive components that pose the most demanding re-
quirements on the mix of capabilities that a firm and its cluster needs to
master: microprocessors, for instance, are sourced from a few globally dis-
persed affiliates of Intel, two American suppliers, and one recent entrant
from Taiwan.®

In other words, geography continues to matter, even when DIS and
high-velocity transportation are used. Rapid cross-border dispersion thus
coexists with agglomeration. GFNs extend national clusters across na-
tional borders. This implies three things: first, some stages of the value
chain are internationally dispersed, while others remain concentrated.
Second, the internationally dispersed activities typically congregate in a
limited number of overseas clusters. And third, agglomeration economies
continue to matter, hence the path-dependent nature of development tra-

§ “Cost & time reduction centers” include the usual suspects in Asia (Korea, Taiwan,
China, Malaysia, Thailand, and now also India for software engineering and web services)
but also exist in once peripheral locations in Europe (e.g., Ireland, central and eastern Eu-
rope, and Russia), Latin America (Brazil and Mexico), some Caribbean locations (like Costa
Rica), and a few spots elsewhere in the so-called rest of the world (RoW).

6 Ernst (2002a) provides a systematic analysis of the diversity of cluster dispersion, using
examples from the semiconductor and hard drive industries.
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jectories for individual specialized clusters. In short, the new mobility of
knowledge remains constrained in space: while cross-border exchange of
knowledge has penetrated new geographic areas, it rernains limited to a
finite number of specialized clusters.

Itegration: Hierarchical Networks

A GFN integrates diverse network participants who differ irx their access
to and position within such networks and hence face very different op-
portunities and challenges. These networks do not necessarily give rise
to less hierarchical forms of firm organization (as predicted, for instance,
in Bartlett and Ghoshal 1989, and in Nohria and Eccles 1 992). GFNs
typically consist of various hierarchical layers, ranging from metwork flag-
ships that dominate such networks, due to their capacity for system inte-
gration (Pavitt 2003), down to a variety of usually smaller, | ocal special-
ized network suppliers.

FLAGSHIPS

The flagship is at the heart of the network: it provides stracegic and or-
ganizational leadership beyond the resources that, from am accounting
perspective, lie directly under its management control (Rugman 1997:
182). The strategy of the flagship company thus directly affects the
growth, strategic direction, and network position of lower-end partici-
pants, like specialized suppliers and subcontractors. The latter, in turn,
“have no reciprocal influence over the flagship strategy” (Rugman and
D’Cruz2000: 84).7 The flagship derives its strength fromits control over
critical resources and capabilities that facilitate innovation, zand from its
capacity to coordinate transactions and knowledge exchange between the
different network nodes.

Flagshipsretainin-house activities in which they have a particular strate-
gic advantage; they outsource those in which they do not. It is important
to emphasize the diversity of such outsourcing patterns (Ernst 1997). Some
flagships focus on design, product development and marketin g, outsourc-
ing volume manufacturing, and related support services. Other flagships
outsource as well a variety of high-end, knowledge-intensive support ser-
vices. This includes, for instance, trial production (prototyping and rarnp-
ing up), tooling and equipment, benchmarking of productivity, testing,

? With Rugman’s flagship model, we share the emphasis on the hierarchical nature of
these networks. However, there are important differences. Rugman and D'Cruiz (2000) focus
on localized networks within a region; they also include “nonbusiness infrastructure™ as
“network partners.”
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process adaptation, product customization, and supply chain coordina-
tion. It may also include design and product development.

To move this model a bit closer to reality, I distinguish two types of
global flagships: (1) Original equipment manufacturers (OEM) that de-
rive their market power from selling global brands, regardless of whether
design and production is done in-house or outsourced; and (2) “contract
manufacturers” (CM) that establish their own GFN to provide integrated
manufacturing and global supply chain services (often including design)
to the OEM.

LOCAL SUPPLIERS

Local suppliers differ substantially in their capacity to benefit from the new
mobility of knowledge (Ernst, Ganiatsos, and Mytelka, 1998). Greatly
simplifying, we distinguish two types of local suppliers: higher-tier and
lower-tier. “Higher-tier” suppliers, like Taiwan’s Acer group (Ernst 2000),
play an intermediary role between global flagships and local suppliers.
They deal directly with global flagships (both OEMs and CMs), possess
valuable proprietary assets (including technology), and have sufficient re-
sources to upgrade their absorptive capacities. Some of these higher-tier
suppliers have even developed their own mini-GFN (Chen 2002). With the
exception of hard-core R&D and strategic marketing, which remain under
the control of the OEM, the lead supplier must be able to shoulder all steps
in the value chain. It must even take on the coordination functions neces-
sary for global supply chain management.

“Lower-tier” suppliers are the weakest link in the GFNs. Their main
competitive advantages are low cost, speed, and flexibility of delivery.
They are typically used as “price breakers” and “capacity buffers” and
can be dropped at short notice. This second group of local suppliers rarely
deals directly with the global flagships; they interact primarily with local
higher-tier suppliers. Lower-tier suppliers normally lack proprietary as-
sets; their financial resources are inadequate to invest in training and
R&D; and they are highly vulnerable to abrupt changes in markets and
technology, and to financial crises.

Contradictions

It is important to emphasize that nothing guarantees the uninterrupted
growth of digital formations in the corporate sector. As with other such
formations, inherent contradictions may well cause the pendulum to
swing in the opposite direction. In this last section, we highlight problems
in the efficiency of coordinating GFNs, focusing on recent developments
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in the electronics industry. In essence, these contradictions reflecta grow-
ing tension between increasingly complex interactions between multitier
networks of networks and limited organizational capabilities to cope with
the resulting coordination requirements.

Networks of Networks: Outsourcing Based on
Contract Manufacturing

The “New Economy” boom in the United States has accelerateda long-
standing trend toward vertical specialization. Especially in the electron-
ics industry, outsourcing based on contract manufacturing became the
“panacea of the '90s”(Lakenan et al. 2001:3), a “New American Mode!
of Industrial Organization” (Sturgeon 2002). Two interrelated transfor-
mations need to be distinguished: supply contracts and M&A. Global
brand leaders like Dell, the original equipment manufacturers, increas-
ingly subcontract manufacturing and related services to U.S.-ba sed global
contract manufacturers, like Flextronics. Equally important, however, is
that the very same CMs have acquired existing facilities o f OEMs, as the
latter are divesting internal manufacturing capacity, seeking to all ocate
capital to other activities that are expected to generate higher profit mar-
gins, such as sales and marketing and product development.

This has created increasingly complex, multitier “networks of net-
works” that juxtapose global ties between the two large global pl ayers
(the OEMs and CMs), as well as intense regional ties with smallec firms
(the local network suppliers). A focus on complex, multitier networks of
networks distinguishes this analysis from Sturgeon’s (2002) modular pro-
duction network model. That model focuses on two actors only: global
OEMs and CMs, most of them of American origin. OEMs and CMs are
perceived to interact in a virtuous circle where each can only win. [n tha
model, nothing can stop continuous outsourcing through contracr man-
ufacturing: “turn-key suppliers and lead firms co-evolve in a recursive
cycle of outsourcing and increasing supply-base capability and scale,
which makes the prospects for additional outsourcing more attzactive”
(Sturgeon 2002: 6).

Limitations to the U.S.-Style CM Model

In contrast, my analysis emphasizes serious limitations to the U.S. model
of contract manufacturing, forcing both OEMs and CMs to adjust and
rationalize the organization of their networks. That model was based on
the assumption of uninterrupted demand growth. In reality, however, de-
mand and supply only rarely match. This simple truth was all but for-
gotten during the heydays of the “New Economy.”
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Industry observers highlight seven important limitations.8 First, global
contract manufacturing is a highly volatile industry. While powerful
forces push for outsourcing, this process is by no means irreversible.
Major OEMs retain substantial internal manufacturing operations; they
are continuously evaluating the merits of manufacturing products or pro-
viding services internally versus the advantages of outsourcing. Second,
global CMs are now in a much weaker bargaining position than OEMs,
whose number has been reduced by the current downturn and who are
now much more demanding. In principle, important long-term customer
contracts permit quarterly or other periodic adjustment to pricing based
on decreases or increases in component prices. In reality, however, CMs
“typically bear the risk of component price increases that occur between
any such re-pricings or, if such re-pricing is not permitted, during the bal-
ance of the term of the particular customer contract” (Jabil 2001: 49).

A third important limitation of the U.S. CM model represents trade-
offs between specialization advantages and rapid inorganicgrowth through
M&A. In economic theory, vertical specialization is supposed to increase
efficiency, that is, to reduce the wastage of scarce resources. It is not clear
whether the recent rapid growth of CM has produced this result. The ex-
cessive growth and diversification that we have seen during the “New
Economy” boom may well truncate the specialization and efficiency ad-
vantages of the CM model. The leading CMs have aggressively used
M& A to pursue in parallel four objectives that do not easily match: rapid
growth; a broadening of the portfolio of services that they can provide; a
diversification into new product markets (especially telecom equipment);
as well as an expansion of their own production networks, establishing a
global presence at record speed. Yet this forced pace of global expansion
may well create an increasingly cumbersome organization that could un-
dermine the supposedly primary advantage of the CM model: a capacity
for rapid scaling up and scaling down, in line with the requirements of the
OEMs.

Fourth, the rapid expansion of GFNs is subject to extreme risks and un-
certainty. This reflects the much greater volatility of international opera-
tions compared to domestic ones. Managing GFNs thus requires major
efforts, in terms of management time and resources, which of course con-
flicts with the need to keep overheads at very low levels.

Take the assessment of the risks involved in its international operations
by a major U.S. global contract manufacturer (Jabil). Inits 10K report for
2001 (p. 50), the company emphasizes the following risks:

8 This section is based on e-mail correspondence with Bill Lakenan, lead author of a re-
cent study by Booz-Allen & Hamilton on global contract manufacturing (I.akenan, Boyd,
and Frey 2001); recent 10K reports of the leading U.S. global CMs; and author’s interviews
at affiliates of global CMs in Malaysia. See also Maltz et al. (2000), and Benson-Armer et
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difficulties in staffing and managing foreign operations; political and economic
instability; unexpected changes in regulatocy requirements and laws; longer
customer payment cycles and difficulty collecting accounts; recei vable ex port
duties; import controls and trade barriers (including quotas); government re-
strictions on the transfer of funds to us from our operations outsicle the United
States; burdens of complying with a wide variety of foreignlawsan d labor prac-
tices; fluctuations in currency exchange rates, which could affect | ocal payroll,
utility and other expenses; inability to utilize net operating lasses incurred by
our foreign operations to reduce our USincome taxes; ... (and, especially in
lower-cost locations) . . . currency volatilicy, negative grewth, high inflation,
limited availability of foreign exchange.

Fifth, rapid growth, based on the use of stock as a currency for merg-
ers and acquisitions, is extremely risky and contains the seed of future
problems. It stretches the already limited financial resources of CMs,
which typically have to cope with very low margins. The downturn of the
global electronics industry has further increased these financial pressures
on leading U.S.-based CMs.® This of course raises the question whether
this will lead to off-balance sheet financing techniques to hide accumu-
lated debt.

Sixth, in contrast to the original expectation that outsourcing based on
contract manufacturing may improve inventory and capacity” planning,
global brand leaders in the electronics industry who rely heavily on out-
sourcing, have experienced very serious periodic mismatches between
supply and demand. When a product unexpectedly becomes a hit, out-
sourcing provides these OEMs with only a limitedcapacity for scaling up.
During a recession, on the other hand, OEMs cannot abruptly reduce or-
ders that they had previously placed with CMs.'?

Lastly, there seems to be a conflict of interest between OEMs, who are
looking for flexibility, and CMs, who are looking for predictability and
scale. For instance, OEMs focus on early market penetration aad rapid
growth of market share to sustain comfortable margins. OEMs thus need
flexibility in outsourcing arrangements that allows them to divert re-
sources at short notice to a given product, if it becomes a hit. This sharply
contrasts with the situation of CMs: with razor-thin margins, they need
to focus ruthlessly on cost cutting. CMs need predictability: ‘“ they want

? Ironically, these pressures are particularly severe for those CMs, like Solectron, that
have aggressively diversified beyond the PCsectorinto telecommunications and network ing
equipment, the high-growth sectors of the “New Economy” boom.

10 Take Cisco. During the peak of the “New Economy” boom, from 1999 to 2000, de-
mand for its products grew by 50 percent. Reliance on CMs produced severe component
shortages and a massive backlog in customer orders. When demand fell abru ptly, starting
from the fall of 2000, Cisco found itself saddled with excess capacity of $2.2 5 billion that
it had put in place to meet expected demand growth. Excess capacity of this magnitude is
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to make commitments in advance to reap benefits like big-lot purchases
and decreased overtime.” (Lakenan et al. 2001: 10).

These conflicting interests complicate the coordination of CM-based
outsourcing arrangements. They also require substantial cbanges in the
organization of both OEMs and CMs, as well as an alignment of incen-
tives through contract terms and agreements. If such alignment does not
occur, it may well be that the new mobility of knowledge will face new
constraints. Tbe irony is that the more dispersed and digitized these global
networks, the more difficult it becomes to coordinate them.

In short, effective outsourcing requires that both flagships and CMs ac-
knowledge their conflicting interests. Further, with complexity comes un-
certainty. In industries with rapidly shifting tecbnologies and markets,
OEMs have no way to predict with any accuracy the specifications of
what they will need, in terms of capacity, design features, and configura-
tion, and in terms of the specific mix of performance requirements. In the
electronics industry, all of these variables can change quite drastically and
at short notice. Such high uncertainty has important implications for the
reorganization of CM-based outsourcing arrangements. Flexibility now
becomes the key to success. Proceeding by conjecture (“stochastically”)
takes over from a deterministic approach. Flagships need adjustable net-
works to “satisfy a range of possible demand profiles with a portfolio of
customizable capacity.” They “need access to—and the ability to turn
off—big chunks of production more quickly than ever contemplated in
order to capture profitability” (Lakenan et al. 2001: 11, 12).

Conclusions

This chapter demonstrates that digital formations in the corporate sector
are shaped by the evolution of cross-border forms of corporate network-
ing practices, especially global flagship networks, and the increasing use of
digital information systems to manage these networks. These two inter-
related transformations in the organization of international business are
gradually reducing constraints to international knowledge diffusion. GFNs
expand interfirm linkages across national boundaries, increasing the need
for knowledge diffusion, while DIS not only enhance information ex-
cbange, but also provide new opportunities for the creation, sharing, and
joint utilization of knowledge. In the emerging global network economy,
we tbus need to reconsider and amend the “stickiness-of-knowledge”
proposition.

The approach that I have chosen focuses on international knowledge
diffusion tbrougb an extension of firm organization across national
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boundaries. I explored how two distinctive characteristics of GFINj,
which are enhanced by DIS, shape the scope for international k nowledge
diffusion: a rapid yet concentrated dispersion of value chain activities,
and, simultaneously, their integration into hierarchical networks.1 dem-
onstrated that the new mobility of knowledge is an unintended conse-
quence of the evolution of global flagship networks. The more dispersed
and complex these networks, the more demanding tbeir coordination re-
quirements. Hence, knowledge sharing is the necessary glue that keeps
these networks growing,.

But this occurs in complex ways. Knowledge diffusion has created new
“cost-and-time-reduction centers” in lower-income regions that thrive on
the timely provision of blue-collar knowledge support services like sup-
ply chain management, design services, and detailed engineering. Yet the
sources of knowledge creation remain concentrated in a few global “cer-
ters of excellence” that combine unique capabilities in research, global
branding, standard-setting, and system integration (Ernst 2004e). While
reducing the constraints to knowledge diffusion can enhance global de-
velopment, the critical issue remains the unequal distribution of the
sources of innovation that global network flagships are unlikely to relin-
quish easily. Of global R&D, 86 percent takes place in industrialized
countries, with the United States occupying the leading position with 37
percent (Dahlman and Aubert 2001: 34). For instance, the R& D budge:
of Microsoft, at around $6.2 billion (for 2003), exceeds China’s total
R&D budget. The United States has raced ahead in the most prized areas
of technological innovation, as far as these can be measured by patent
statistics. The U.S. “innovation score” measures the number of patents
granted by the U.S. Patent Office, multiplied by an index that indicates
the value of these patents.!! Since 1985 the U.S. “innovation score” has
more than doubled, a rate far better than in any other country (CHI/MIT
2003).1In 2002 all fifteen leading companies with the best record on paten:
citations were based in the United States, with nine of them in the IT
sector.

11 The citation index measures the frequency of citation of a particular patent. When the
US Patent Office publishes patents, each oneincludes a [list of other patents frorn which it s
derived. The more often a patent is cited, the more likely it is a pioneering patent, connected
with important inventions and discoveries. An index of more than 1 indicates that patenis
are cited more often than would be expected for a specific group of rechnologies, while less
than 1 indicates they are cited less often than expected.
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Cooperative Networks and the Rural-Urban Divide

D. LINDA GARCIA

THE POSITIVE ROLE that networked information technologies can play in
fostering economic development is now widely recognized.! These tech-
nologies have proven extremely useful not only in promoting and sus-
taining economic activities of all kinds, but also in enhancing human po-
tential—a key ingredient for the success of any development strategy. The
value of these technologies will likely loom even larger in the future, given
both their enhanced capabilities as well as a more service-oriented global
economy in which production and marketing activities are networked
worldwide. In preparation, many developing countries are currently look-
ing to communication and information technologies to help them by-
pass the long and arduous process of industrialization, allowing them—
straight away—to join the information age. Likewise, many development
organizations and international NGOs are now focusing their funding
and efforts on issues related to the “digital divide.” Increasingly aware of
the positive externalities associated with global interconnection, even the
private sector is joining together in international forums, such as the
World Economic Forum and the Global Business Dialogue, to promote
worldwide access.

Even the strongest advocates of infrastructure deployment are quick to
point out, however, that communication and information technologies,
although necessary, are insufficient for sustainable development (Hudson
1997). In fact, more often than not, these technologies have acted as a
double-edged sword, giving rise to both positive and negative out-
comes. The two-sided nature of network technologies are particularly

1 There is without doubt a growing body of evidence that shows a significant positive
correlation between invesrment in telecommunications and economic growth. Analyzing
thirty-two years of U.S. data, Cronin et al. {1993) found, for example, that causality oper-
ates in two directions: telecommunications investments increase to a significant degree with
economic growth, while economic growth expands with the investment in selecommunica-
tions. Similarly, in their study of the fifty U.S. states, Dholakia and Harlam (1994) not only
confirmed this causal relationship but also found thatthe link between telecommunications
infrastructure and economic development is strengthened when other factors such as edu-
cation and physical infrastructure are simultaneously taken into account.
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pronounced in rural areas (Innis 1951). On the positive side, these tech-
nologies can overcome the barriers of distance and time, so they allow
rural communities to link up to the growth potential of larger, city
economies. At the same time, however, because they can foster a net out-
flow of resources from rural areas, these technologies often serve to un-
dermine the long-term economic viability of rural communities.

Today, rapid advances in communication technologies are once again
restructuring and redefining rural communities and markets. Whereas in
the past, networking technologies brought rural villages and towns into
a larger, national community, now they link communities worldwide. Just
as industrialization served to disadvantage rural areas, so too might
the global information economy. In the future, for example, profits and
growth opportunities will be ever more closely linked to transaction costs.
Under such circumstances, cities—which benefit greatly from economies
of agglomeration—will have an even greater advantage over nonmetro-
politan areas than they have today (Sassen 1989; Castells 1989).

Whether or not advanced networking technologies put rural areas at
greater risk will depend not only on their capabilities and accessibility, but
also—and perhaps more importantly—on the social, economic, and po-
litical context in which these technologies are deployed. Having access to
new technologies without the skills to employ them, for example, will
vield little, if any, benefits. To achieve the desired results, therefore, tech-
nology deployment strategies must be linked to complementary social and
economic policies that address other—and often more formidable—de-
velopmental barriers.

Thus, if rural areas are not to be left behind in the global economy, new
ways must be found to design technology-based networks to meet rural
needs. In particular, attention must be focused not simply on the problem
of deploying advanced technologies, as has been the case in recent dis-
cussions of the “digital divide” (Compaine 2001). Equally, if not more,
important is the task of creating the optimal conditions for reaping the
benefit of these technologies in a rural setting. With this goal in mind, this
chapter explores the role that cooperative institutions might play in
addressing the rural-urban divide. The case is made that locally based co-
operatives can play a unique role in promoting the diffusion of a net-
worked-based economic infrastructure in rural communities. In particu-
lar, such institutions can serve not only to link rural communities to the
global economy, but also—and as importantly—to reinforce their local
environments. Because cooperatives generate social as well as financial
capital, they can help to foster innovation and learning. Equally impor-
tant, being locally based, networked providers can tailor networks to meet
the particular needs of a rural community. Thus, networks can be specif-
ically designed to reinforce local strengths while compensating for local
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weaknesses. By embedding their economies at the local level, rural com-
munities will be less at risk as well as better positioned to reap the bene-
fits of global markets.

In today’s liberal, deregulatory environment, such ceoperative solu-
tions are hardly in vogue. To the contrary, competition is the prevailing
maxim as well as the criterion according to which all policies are typicall y
assessed. Not surprisingly, therefore, the problem of the global digital di-
vide is typically viewed as one of technology deployment, while its seltz-
tion is sought—more often than not—by promoting trade liberalizatie nn
and support for foreign investment. In laying out a cooperative approzch
to address the “digital divide” in rural areas, this chapter calls for a neww
epistemological approach. Market strategies are appropriate only te thee
extent that markets function well. Such is not the case in rural arzas, forr
advanced networking technologies to promote rural economic de-vel:p-
ment, what is needed is not so much competitive market strategies bt
rather social innovations that can not only serve to foster deployment Izt
also compensate for the multiple market failures typically found in rucea
communities.

Characterizing Rural Communities

Rural communities are by no means all alike; nonetheless, they share a
common set of problems that are associated with the “rural condition. ”
To address these common problems, it is important to have a clear ana-
lytical notion of what rural entails. For without such a conceptualizarion,
it is impossible to identify appropriate strategies for coping with these
problems. As described by Hoff, Braverman, and Stiglitz (1993: ix):

[i]n order to design effective policies to remedy a market failure, one has toam-
derstanditsunderlying source. One needs alsoto recognize that the interactisns
among markets are not limited to ones of price and income, as modeled in gera-
eral equilibrium theory. What happens in one sector or market can have reper--
cussions on the nature of transaction costs, risks, and enforcement mechanisms
used in other markets. To design effective development policies, one therefore
needs a theory of rural organization.

Given the diversity of rural communities, the choice of a conceptual-
ization must depend on the analytical problem at hand. Thus, inthe cise
of telecommunications, policymakers might stress factors such as re-
moteness and population density, insofar as these are the most important
variables determining the cost of network deployment. Others, concerned
primarily about the preservation of “places,” might look instead at his-
torical longevity and the community-based structures to be foundin rural
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areas. For the purposes of this chapter, it is useful to characterize rural
communities in terms of the organizational structure of their markets a5
well as their location and positioning in relation to the global hierarchy
of markets.

Conceptualizing rural areas in terms of the organization of their mar-
kets is in keeping with the history of rural communities and the market
failures and urban dependencies that traditionally have been associated
with rural economies. As described by Jane Jacobs (1994: 124), many
rural economies are “passive economies” insofar as they do not create
economic change themselves but rather respond to forces unloosed in dis-
tant cities. Employing the French hamlet of Bardou as a descriptive
metaphor of the rural economic predicament, she notes:

Time and again like a toy on a string, Bardon has been jerked by some exter-
nal economic energy or other. In ancient times the site was exploited for its iron,
then abandoned. In modern times it was depopulated when distant jobs at-
tracted its people, then repopulated by city people. The jerks were not gentle.
But when cities and city people left Bardou alone, had no uses for it, the place
either had no economy whatever, as when it was wilderness, or else a subsis-
tence economy that remained unchanging.

Not surprisingly, in many of these areas, the obstacles to economic
growth and development are found in excess. Infrastructures are poor;
markets are subject to numerous failures; investment capital is scarce;
and human resources are underdeveloped. Moreover, these problems are
highly interdependent, so market failures in one area often spill over and
compound those in others. The resultis a vicious circle that spirals down-
ward (Hoff, Braverman, and Stiglitz 1993). Thus, for example, one finds
a positive relationship between a population’s density and organizational
formation as well as among a population’s literacy level, the degree of ur-
banization, and the extent of organizational formation (Pennings 1981;
Stinchcombe 1965).

Conceptualizing rural communities in terms of the organization of their
markets is also necessary if we are to understand how advanced net-
working technologies might improve the prospects of rural economies.
For it is precisely by reordering and reconfiguring organizational and ge-
ographical relationships that information-based networking technologies
can contribute to economic development. In the past, rural communities
suffered because the expansion of markets took place at the expense of
local ties, thereby depriving them of economies of scale, scope, and ag-
glomeration. Explaining this tradeoff, Evans and Wurster (2000: 23-24)
pointoutthat “the communication of rich information has required prox-
imity and dedicated channels whose costs or physical constraints have
limited the size of the audience to which information could be sent. Con-
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versely, the communication of information to a large audience has re-
quired compromises in bandwidth (amount), customization, and interac-
tivity.” Today, in contrast, given the greater capacity and functional char-
acteristic of networking technologies, this tradeoff is no longer required.
Thus, highlighting the ways in which networking technologies can affect
the organization of economic activities may point the way to new, more
promising, development strategies for the future.

Patterns of technology diffusion and innovation are also related to or-
ganizational structures, especially the way in which they determine the
availability o finformation and the effectiveness o f agencies of technology
diffusion (Brown 1981). One finds, for example, that although markets
may do well in performing these information-related functions in urban
areas, in rural areas socially based institutions and conventions are of ten
required (Hoff, Braverman, and Stiglitz 1993).

To capture these critical variables while at the same time accommodat-
ing the diversity of rural communities, this chapter views “rural” and
“urban” as ideal types that are located at opposite ends of a continuum .2
Accordingly, depending on their organizational structure and geographi-
cal positioning, communities will be considered to be more or less rural
depending on the extent to which their markets (1) are remote and non-
integrated into urban, national, and global markets; (2) suffer from fail-
ures due to information asymmetries; and (3) are unable, given their
low population densities, to take advantage of economies of scale and
agglomeration associated with city-based economies. Focusing on the
“rural” end of the spectrum, the discussion will lay out networking strate-
gies that are specifically designed to address these types of failures.

The Impact of Networking Technologies

Although isolated and remote, rural communities do not exist in a vac-
uum. They are linked to the world surrounding them through a variety of
transportation and communication networks, and the information and
commodities that flow across them. The impact of these networking tech-
nologies has not always been favorable, however. To anticipate how
today’s networks might structure rural-urban economic relationships, it
is useful to consider the impact that the railroads, the telegraph, and the
mass media had on rural American communities more than a century ago.

2 As Hart (1995: 64) has noted, classifying the extremes is not a problem. As he points
out, “the traditional rural-urban divide has become a continuum. The ends of this contin-
uum are not debatable. No one, for example, would argue that mid-town Manhattan is
rural, or that a wheat field in North Dakota is urban, butthe rural-urban continuum has no
unambiguous ‘natural’ break that is generally recognized and accepted.”
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Before the advent of these technologies, social life within rural Ameri-
can farm communities was self-contained. The provision of services was
unspecialized. The community provided the institutional context in which
families organized to worship and educate their children. Members of
each community relied on their families and other local institutions to
cushion the hardships of rural life.

The advent of the telegraph and the railroad served to undermine this
self-sufficiency. By extending their ties and expanding their markets, com-
munication technologies made rural communities more vulnerable to ex-
ternal developments and events over which they had little control. The
vast network of transportation and communication technologies not only
served to channel resources away from rural communities; they also cre-
ated conditions for economic success that rural communities were in-
creasingly unable to fulfill.

To compete in the new economy, rural communities required—at a
minimum—access to advanced transportation and communication net-
works. For the shifts in the national economy were not accidental. They
were closely associated with the development of regional and national in-
frastructures, and a rural area’s proximity to these trade networks proved
to be a critical factor in determining its economic viability. Rural com-
munities, however, typically lagged behind urban areas in the diffusion
process. Because of the high fixed costs entailed in constructing networks,
networking providers focused on deploying technologies first to high-
density urban areas where the costs of deployment were lower and could
be shared across a wider, more lucrative, customer base. As a result, fa-
vorably situated businesses in high-density, urban corridors usually en-
joyed a head start of several decades in utilizing networking technologies,
thereby gaining a significant competitive advantage.

This uneven pattern of deployment was clearly evident, for example, in
the case of the telephone. First came major trunks linking northeastern
cities, followed by lines to smaller towns in their immediate hinterlands,
and then connection to midwestern cities. Thus, although the telephone
was patented in 1876, it took twelve years before it reached Chicago.
Transnational service was not inaugurated until 1915. Reaching rural
areas took even longer. So much so, in fact, that by 1950 only 40 percent
of all farm residences had telephones (Office of Technology Assessment
1992).

Having access to networking technologies was no guarantee of eco-
nomic success, however. In fact, as often as not, networking technologies
had a deleterious impact, serving to favor urban economies over rural
ones. The rise of urban areas at the expense of rural economies resulted
in part from the vastly increased scale and scope of the national market,
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made possible by networking technologies.? Using the telephone and tele-
graph, for example, businesses were able to expand their spheres of op-
eration and centralize decision-making in distant headquarters. As firms
extended their research, transaction costs increased, forcing firms to be-
come larger and larger. As described by DuBoff (1983: 257):

The telegraph dramatically enlarged information networks; it saved time, re-
duced the need for large inventories, decreased financing requirernents, and
prompted elimination of middlemen. But “competition” and “monopoly > are
not, as neoclassical theory implies, polar opposites. The telegraph improved the
functioning of markets and enhanced competition, but it simultaneously
strengthened forces making for monopolization. Larger scale business opera-
tions, secrecy and control, and spatial concentration wereall increased as a re-
sult of telegraphic communication.

While urban communities had the resources to support business organi-
zation on such a grand scale, rural economies did not.

The advent of the mass media also reinforced the development of a na-
tional marketplace, exacerbating the growing disparity between rural and
urban areas. The emergence of inexpensive popular magazines such as
The Saturday Evening Post, The Ladies Home Journal, and Country Gen-
tleman intensified competition for advertising among segments of the
publishing industry, and the winners in this competition reflected shi fts in
the nation’s marketing system (Peterson 19 64). The metropolitan press in-
creasingly tied its fortunes to department stores and chains, and maga-
zines were well positioned to run advertisements for nationally marketed
consumer goods that were sold through all kinds of outlets. As a result,
the small, local retailers, which had once served their communities with
little competition, suddenly faced a succession of new challenges—de-
pactment stores, mail-order firms, and chain stores (Office of Technology
Assessment 1992).

Compounding the problems of rural America, networking technologies
served at the same time to undermine the social cohesiveness of local com-
munities—the very attribute that had been their mainstay. Weakening
their sense of autonomy and resolve, networking technologies made it
more difficult for rural communities to develop strategies necessary to
compete in an increasingly national marketplace.

3 This development is clearly illustrated by a convergence of prices across the natrion. As
Richard Duboff (1983: 257) notes withrespectto the cotton market, “Data on cotton prices
in New York show diminishing fluctuations over time. The average spread between lowest
and highest prices narrowed steadily, except during the Civil War and its aftermath, annd che
steepest declines in high-low price ranges and dispersion of prices from decade averages
came in the 1850s—‘the telegraph decade,’ as it might be called.”
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The impact of the telegraph on rural communities provides a case in
point. Because of the high costs, telegraph use was confined largely 1o
businesses and the press; few people used it for social communication at
leastin the United States. Among the press, the telegraph fostered the st,an-
dardization and central processing of news reports, allowing all Amer;-
cans to read the same national and international news stories for the first
time. But standardized content diminished the community’s importance
in the eyes of its local citizens, while centralization shifted the locus of
control from local editors to national press association headquarters and
bureaus (North 1884).

To meet the needs of the industrial economy, new towns and trade cen-
ters emerged, located at reasonable traveling distance from farm commu-
nities. Taking advantage of improved transportation and communication
networks, these centers were, in turn, linked more and more to urban
areas, leaving rural towns to fend for themselves.* The subsequent de-
ployment of modern highway facilities served only to reinforce this un-
even pattern of development and its associated impacts. Although road
building brought rural and urban areas closer together, it forced many
small communities to deal with urban values for the first time. Highways
falso facilitated massive rural out-migration. Concomitantly, by facilitat-
ing specialization in agriculture, highways reduced the need for farm
labor, inducing many rural residents to seek urban jobs. Highways also
contributed to population decentralization. Nonfarm employment ex-
panded in the hinterlands along freeways and modern roads. Industrial
belts grew up in towns and countryside along highways, especially in the
southern and border states. The nation’s midsized cities linked by free-
ways also grew at the expense of rural communities (Office of Technol-
ogy Assessment 1992).

Today, rapid advances in information-based networking technologies
are once again restructuring and redefining rural communities and mar-
kets. However, whereas in the past communication and information tech-
nologies brought rural villages and towns into a larger, national commu-
nity, now they link communities worldwide. In a global environment such
communities will be faced with far more competition in the very sectors—

4 According to Swanson (1990: 22), rural communities were self-contained production
units. However, with industrialization, “previous social formations, such as the rural church
or the one-room, six-grade school house, gave way to the demands of new industrial em-
ployers and regional and national trade. Rural schools were not expected to prepare chil-
dren for the financial and technical demands of a rapidly industrializing agriculture and non-
farm sector. Local socioeconomic networks such as cooperative harvesting (and risk taking),
and quasi barter exchange systems that mediated local production and consumption under
non commercial conditions were gradually subordinated to and/or eclipsed by new insti-
tutions.”
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such as primary products and manufacturing-—on which they depend for
their livelihoods. At the same time, the terms of trade for these sectors will
continue to decline relative to service and knowledge-based industries.

In an information-based global economy, profits and growth oppor-
tunities will be ever more closely linked to transaction costs. Under such
circumstances, cities—which benefit greatly from economies of agglom-
eration—will have an even greater economic advantage over nonmetro-
politan areas than they have today. In fact, cities will themselves be ran ked
depending on their size and importance, with those on the top of the hi-
erarchy serving as central hubs and access ramps of the global economy
(Gottman 1983; Sassen 1989; Castells 1989).

Equally troubling for rural communities is the possibility that the ex-
tension and intensification of global interactions might occur at the ex-
pense of local ties (Amin and Thrift 1995; Cox 1997). Describing the basic
features entailed in globalization, David Held (1995: 21) notes, for exam-
ple: “What is new in the modern global system is the stretching of social
relations in and through new dimensions of activity—technological, orga-
nizational, administrative and legal among others—and the chronic in-
tensification of patterns of interaction mediated by such phenomenon as
modern communication networks and information technology.” If—in
the course of this “stretching”—globalization further undermines thelinks
between rural communities and urban centers upon which their econormies
depend, the long-term viability of these communities will be at risk.’

To reverse this pattern will require a concerted and integrated effort
that not only addresses the problems that rural economies have tradi-
tionally faced in competing in worldwide markets. Such an effort must
also be designed to help local economies develop innovative economic
strategies that allow them to link up to global markets, while at the same
time reinforcing and replenishing their economies by “reembedding”
them in their local environments. To identify such strategies, it is neces-
sary first to consider more closely the forces driving the globally net-
worked economy.

Imperatives of the Globally Networked Economy

The organizational requirements of a networked economy are likely to be
quite different from those in the industrial era. In a highly complex and

S As Jacobs (1994: 124} has characterized chis type of sicuation, “Economies that have
previously served city markets or have sent out people to city jobs or received technology,
city transplants, city money, can eventually lose their ties to cities. If they do, their people
sink into lives of rural subsistence. Bur as they adjust to sheer subsistence, they shed or lose
many former practices and skills.”
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rapidly changing global economy, gaining competitive advantage no
longer depends solely on achieving efficiency and cost reduction. Increas-
ingly, it depends on the effectiveness of businesses—their ability to inno-
vate, respond just-in-time, focus on quality, and establish more coopera-
tive interfirm and intrafirm relationships. Instead of standardization,
flexible production systems are called for, which allow businesses to re-
spond quickly to changing demand, and to customize their products with-
out sacrificing economies of scope.®

In this new environment, vertical bureaucracies are pushed to their lim-
its. Businesses everywhere are enhancing their flexibility by downsizing
and outsourcing. They are increasingly purchasing in the market what
they need, whether preassembled parts, logistical support systems, cus-
tomized communication services, or packaged business information. As
described by Grabher (1993: 16):

[The] strategy of vertical integration was successful when the pace of technology
change was relatively slow, production processes were well understood and stan-
dardized and production runs turned out large numbers of similar products.
Today, however, such large-scale vertical integration has serious weaknesses: in-
ability to respond quickly to competitive changes in internacional markets; resis-
tance to process innovations that alter the relation between different stages of the
production process; and relative lack of willingness to introduce new products.

Information-based networking technologies are both driving and facil-
itating the adaptation of business to these structural changes. Configured
in a networked architecture, these technologies not only extend the reach
of market transactions as in the past; perhaps more importantly, they can
also greatly enhance the density and functionality of market transactions,
thereby generating the kinds of economies of agglomeration that hitherto
were available only in tight-knit urban markets (Garcia 1998). Using these
technologies, businesses can integrate and compress the time from prod-
uct innovation to marketing to drive demand and maximize customer re-
sponsiveness. Coupled together loosely, they can rearrange their activities
around teams and networks to bring together everyone involved in the
life-cycle of a product. Working together and sharing the same informa-
tion, they can carry out all business processes in parallel. This kind of net-
work structure reduces the time involved in product development and
leads to higher-quality products (Garcia 1998).

6 As characterized by Ayres (1992: 21), “The key to the suggested ‘new paradigm’ for
economic growth is that increasing flexibility progressively reduces the cost differential be-
tween customized and standardized products. The smaller this differential, the greater the
demand for diversity and, hence, flexibility. But this process, in turn, leads to further im-
provement in the manufacturing process, traditional cost-driven engine of growth.”
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As these technologies and their various functions are brought together
into integrated and interactive networks, more and more tracle will take
place electronically, in a virtual environment. Already, companies are
moving many of their key activities online (Garcia 2001). Thus, for ex-
ample, General Motors and Ford Motor Company have set upan elec-
tronic market for all goods and services they buy. Likewise, in the energy
sector, Royal Commerce One and Royal Dutch/Shell link global buyers
of oil, gas, and chemicals. Not surprisingly, given these developments,
business-to-business e-commerce is predicted to increase from $50 mil-
lion in 1998 to $1.3 billion in 2003 (Bruno 2000).

Geographic Implications

How these electronic organizations and markets evolve, and the actual
form that they take, will have significant consequences for the funiction-
ing of the global economy, and the way in which costs and benefits are
distributed among countries and regions within countries. Because elec-
tronic markets can reduce the overall costs of doing business, they can
greatly enhance efficiency and lead to expanded trade. But the pattern of
this expansion will depend on a number of factors, including the rate and
evenness of diffusion, the rules for interconnection, and the structure of
the network architecture (Garcia 2001).

What can be said for certain, however, is that local places will continue
tomatter (Sassen 1998). However, these places will notremain untouched
by the global expansion of markets; to the contrary, in order to survive,
they will have to redefine themselves in relationships to these markets.”
For, as Massey has argued, territorial places are never static; rather, they
are “constructed out of the juxtaposition, the intersection, the articula-
tion of multiple social relations and should be seen as ‘shared spaces” riven
with internal tensions and conflicts” (Massey 1993: 18—19).

Where the local and global meet, two interrelated forces are likely to
be at work. On the one hand, globalization is operating to eliminate the
key economic distinctions that are associated with specific places (Storper
1997a: 20). Thus, for example, we are witnessing the standardization of
tastes, technologies, and techniques on a global scale. However, and some-
what paradoxically, this aspect of globalization is giving rise to totally
new types of production techniques that are embedded in territorial lo-

7 As Storper (1997a, 26) notes, “A model of the global firm does not so nauch imply de-
territorialization of the economic process as a recasting of the role of territoriesin comnplex,
intraorganizationally and interorganizationally linked global business flow.”
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cales. As Storper (1997a: 35; 1997b) has emphasized, the type of global-
ization we are experiencing today:

opens up markets to products based on superior forms of ‘local knowledge;’ it
consolidates markets and leads to such fantastic product differentiation possi-
bilities that markers refragment and with them, new specialized and local divi-
sions of labor reemerge; and it in some ways heats up the competitive process
albeitamong giants creating new premia on technological learning that requires
the same firms that become new global supply oligopolists to root themselves
in locationally specific relational assets.

In the globally networked economy, old industrial cities, which were
designed to accommodate mass production, will continue their decline.
However, urbanization will continue apace (Storper 1991; Sassen 1998).
Given the breakdown of economic and political boundaries, metropoli-
tan areas will extend their connections by incorporating urban regions
into their vastly expanded networks that stretch across the globe (Gereff
and Korzeniewicz 1994). At the same time, new industrial regions are
likely to emerge in places that were previously underdeveloped. Describ-
ing the new geography of the networked global economy as it is presently
unfolding, Scott (1998: 68) notes:

the developed areas of the world are represented as a system of polarized re-
gional economies each consisting of a central metropolitan area and a sur-
rounding hinterland (of indefinite extent) occupied by ancillary communities,
prosperous agricultural zones, smaller tributary centers and the like. . . . Each
metropolitan nucleus is the site of intricate networks of specialized but com-
plementary forms of economic activity, together with large, multifaceted local
markets, and each is a locus of powerful agglomeration economies and in-
creasing return effects. As such they are not only large in size but also constantly
growing yet larger. These entities can be thought of as the regional motors of
the new global economy.

The result is the rise of the “Galactic” city, which extends from one major
metropolis to another. Although such areasappear unplanned and disor-
derly, they have an inherent logic to them. Describing their emergence in
the United States, Lewis (1995: 50) notes:

this new galactic city is an urban creation different from any sort Americans
have ever seen before. And because it does not spread across the rural landscape
along a solid front the way cities used to, many people—scholars included—
fail to recognize it for what it is, a genuine city. It performs all the functions
that American cities have always performed: commercial, industrial, residen-
tial, and social. What makes it different is its geographic arrangement, which
to many casual observers {and even some of its inhabitants) seems disorderly
and even unsettling.
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Strategies for Rural Survival

The imperatives of the globally networked economy need not hollow out
rural communities. In fact, these forces can be “pinned down” in some
places to provide the basis for sustainable economic growth. To reap the
benefits of the new economy, however, will not be easy. Characterizing the
challenge, Amin and Thrift (1995: 10) note:

Increasingly, the pressure posed by globalization is to divide and fragment cities
and regions, to turn them into arenas of disconnected economic and social
processes and groups. Nevertheless, these places continue to embrace singular
and common ideatities in order to live in, or challenge, the global. The critical
question which remains then, is whether the politics and policies of place are
appropriate or sufficient for securing acceptable levels of sacial and economic
well-being within the global.

To secure a place for themselves in the future, rural communities must
reengineer themselves to meet the requirements of a knowledge-based net-
work economy in much the same way that many businesses have had to
do. However, in contrast to large-scale firms, which are unbundling their
operations, and reconfiguring their operations into loosely coupled net-
works, rural communities must instead integrate their economic activities
and “thicken” their institutions by reinforcing their local a nd regional
ties.

To maintain their places in the networked global economy, rural com-
munities will need to play to their strengths rather than their weaknesses.
Communities competing with one another to attract companies and in-
vestment are likely to be much less successful than in the past. With
shorter product cycles, companies are likely to be less grounded in any
particular place. Thus, rural communities must rely on one another (Ja-
cobs 1994). Instead of competing for low-wage, low-skilled jobs, they
must find new and complementary ways to add value to the production
chain by building their own unique set of assets.® Only then can they gain
a secure niche in the global production system (Gereffi and Korezeniewicz
1994).

8 As Srorper (1997a: 20) has explained, what makes territories economically distinct and
gives them leverage is their asset specificity. As he notes, “Territorialized economic devel-
opment may be defined as something quite different from mere locatior or localization of
economic activity. It consists . . . in economic activity which is dependent on resources that
are territorial specific. These ‘resources’ can range from asset specificities available only from
a certain place, or more importantly, assets that are available only in the context of certain
inter-organizational or firm-market relationships that necessarily involve geogtaphic prox-
imity, or where relations of proximity are markedly more efficient than other ways of gen-
erating these asset specificities.”
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One model that might serve rural areas well in this regard is that of the
“industrial district.” In an industrial district, small and medium-sized
firms are networked together in a geographic region (Asheim 1994; Pyke
and Sengenberger 1992; Amin 1994; Rabellotti 1997). Each firm within
the network specializes in some aspect of a common production system,
allowing them to jointly reap many of the benefits of vertical integration,
hitherto available only to large firms. As described by Henry, Barkley, and
Zhang (1999: 32):

Proximity between the more specialized firms and their input suppliers and
product markets enhances the flow of goods through the production system, an
especially important consideration for firms using just-in-time inventory re-
placement procedures. Ready access to product and input markets is also ben-
eficial to firm survival since shortened product life cycles mandate quicker
adaptability to market changes. And a spatial concentration of industry activ-
ity provides the pool of skilled labor required by the computer-aided technolo-
gies and flexible manufacturing organizations (Henry, Barkley, and Zhang
1999).

To the extent that firms in an industrial district are jointly serviced by
the governance structure in the region in which they are located, they can
also gainssignificant “external economies” that—although exteral to the
firm—are internal to the region. These locational economies serve not
only to reduce overall costs, but also to allow communities to use their
limited resources in the most cost-effective manner. Benefits can accrue to
local and regional communities, for example, if there are a wider pool of
skilled labor, specialized businesses and financial services, as well as in-
frastructure investments (Harrison 1992).

Locational economies stem not only from economic factors but from
social and cultural factors as well. Characterizing the associational bene-
fits to be derived from industrial districts, Amin (1994: 65) notes, for
example:

Thus, beyond the attributes of individual entrepreneurs, industrial districts act
like a collective brain: the product of years of experience and know-how puls-
ing through every chaannel of the local economic system (firms, institutions,
households, etc.), and thereby enabling the creation, and dissemination of new
“stories” [sic] innovation and knowledge on a generalized basis. This capabil-
ity is, as it were, in the “air” and in the “blood” of the inhabitants of an in-
dustrial district, transmitted on the basis of intergenerational continuity and
face-to face contacts. In possessing such a diffuse innovation capability, Mar-
shallian industrial districts are able to assimilate and transmit new industrial
“stores” across the entire system.

Among the benefits that network participants have attributed to greater
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marketing, competitiveness, profitability, and product development. To
capture all of these synergies, organizational as well as economic factors
must be taken into account. The most effective strategies, and the ones
most likely to preserve the integrity of rural places, willbe those thatsuc-
cessfully match the structure of rural markets to the opportunities af-
forded by new technologies.

A Technology-Based Strategy

In a globally networked economy, how networks are designed and con-
figured will be a matter of great import. Increasingly much of the inf or-
mation and knowledge that was once held personally is now embedded
insoftware-based components and networks, where itcan be used o sup-
port a wide range of economic activities. Depending on the way inwhich
networks are configured, and how they structure relationships and per-
ceptions as well as distribute information, they can be employed either to
empower or to weaken the position of rural communities in econormic
transactions or exchanges.’

Fortunately, today’s networking technologies are better suited to sup-
port rural economies. Defined by software and supporting almost all
forms of communication, networking technologies are more flexible, ver-
satile and easy to use than ever before. Moreover, because these netwo rks
can be organized on a decentralized basis, they can be more easily cus-
tomized to the tasks at hand (Garcia 2001).

This flexibility can be a boon to rural communities, helping themwo bet-
ter reap the benefits of the globally networked economy. For the firsttirme,
these communities can design networks to support their unique devel op-
ment needs. Moreover, because rural networks can be organized ona de-
centralized basis, they can more easily be customized to support horizon-
tal relationships and local ties.

Put more concretely, just as businesses are employing networking tech-
nologies to establish industry-based portals, so too might rural commniu-
nities use these technologies to establish regionally based rural portals,
which can serve as “virtual industrial districts.” However, n contrast to
business portals, which are being established along industry sector lines,
a regional rural portal would be configured, instead, around geograp hic
boundaries and provide e-business servicesto cover the needs of anentire

? Thus, for example, a CEO might adopt new computer-hased manufacturing rechanolo-
gies for the purpose of gaining greater control over job-related knowledge. Similarly, mman-
ufacturers might seek to lock in customers and suppliers by controlling slatabase access
through proprietary network standards. Likewise, vendors of information and commun ica-
tion services might try to limit competition by restructuring access to the informanon gate-
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region. Such services might include, for example, an e-commerce plat-
form, community-based information relating to education, health care,
and social and governmental services, helping not only to spread costs but
also to generate new synergies and positive externalities.

When operating in a “virtual environment,” rural and urban areas are
more likely to be on equal ground. A regional rural portal, for example,
would allow remote communities from across an entire region to link up
and cooperate with like communities elsewhere, thereby reinforcing local
knowledge, restraining destructive competition among communities, and
limiting the drain of resources to more urbanized areas. Instead of the
“learning companies” so often touted in business circles, virtual industrial
districts would foster “learning regions” (Scott 1998). Moreover, by par-
ticipating in such regional rural portals, rural communities would benefit
not only from greater economies of agglomeration but also from the exter-
nal economies associated with industrial districts. These locational econ-
omies would secve not only to reduce overall costs but also to allow com-
munities to use their limited resources in the most cost-effective manner.

To leverage such advantages will require much more than advanced
technologies. To employ networking technologies strategically, rural com-
munities must have some control over network deployment and design.

The stakes in designing rural networks, therefore, are very high. More-
over, the choice made will be irreversible, at least in the short and medium
terms. Once a decision is made, technology tends to become fixed on a
given trajectory (Arthur 1989). This pattern is especially evident with net-
worked information technologies, which require vast amounts of capital
and investment. Thus, periods of rapid technological advances such as we
are witnessing today provide rural communities with a rare opportunity
to rethink and restructure the way that they interact with the global
economy.

Deployment and Diffusion Strategies

Recognition of the need to develop networked-based development strate-
gies is now widespread. To this end, many developing countries have un-
dertaken major efforts to promote the deployment of advanced network-
ing technologies. In keeping with global pressures for deregulation and
trade liberalization, most of these countries have adopted supply-driven
strategies that aim to encourage foreign investment in telecom deploy-
ment. However, if advanced communication technologies and services are
to operate to the benefit of remote rural communities, technology de-
ploymentalone will not be enough. At the same time, decision-makers in
developing countries must create the optimal conditions for the produc-
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As Hoff, Braverman, and Stightz (1993: ix) have emphasized: “to design
effective policies to remedy market failure, one has to understandits un-
derlying source. One needs also to recognize that the interaction among
markets are not limited to ones of price and income, as modeled in gen-
eral equilibrium theory. What happens in one sector or market can have
repercussions on the nature of transaction costs, risks, and enforcement
mechanisms used in other markets.”

To capture the critical variables for success, technology deployment
strategies must be linked to diffusion strategies. Whereas technology de-
ployment refers to the physical provision of infrastructure facilities, tech-
nology diffusion can be defined as the process by which technologies and
technical innovations are extended and adapted over time and space, and
integrated into day-to-day social and economic activities (Brown 1981},
As Hanna, Guy, and Arnold (1995: xi) have described this process with
respect to information technologies: “diffusion involves more than ac-
quiring computerized equipment and microelectronics-based products
and related know-how. It involves the development of technical change-
generating capabilities to adapt given technology to a widening range of
needs.”

This process is a cumulative, iterative one; once deployed, new tech-
nologies continue to evolve, and they are “reinvented” in response to
changing needs and circumstances. The course the diffusion process takes
is determined not only by technical and economic factors, such as tech-
nology advances and declining costs, but also by social and institutional
factors, such as the availability of mechanisms for information learning
and information exchange.

A focus on diffusion is especially important in the case of remore rural
areas, which are characterized by thin markets and institutional structures.
To overcome these obstacles, innovative nonmarket approaches maybe re-
quired. Cooperative, community—based approaches can be especially ef-
fective under such circumstances. In many rural areas, for example, coop-
erative arrangements have long been employed to promote resource
sharing and information pooling. Moreover, when such efforts are com-
munity based, organizational arrangements can be tailored to local envi-
ronments, building on and enhancing existing strengths and resources.

Notwithstanding the critical relationship between deployment and dif-
fusion, rarely are these two strategies effectively combined. Not sur-
prisingly, therefore, the debate today over the digital divide is dominated
by a concern about supply (Warschauer 2003).1° Unfortunately, supply-

10 I contrast to many others who have such high aspirations for information and com-
munication technologies, Warschauer is not a technology determinist. To the contrary: ashe

describes it, to promote social inclusion requires much more than overcoming the *digital
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driven deployment strategies—focusing almost exclusively on the prob-
lem of access—work all too often to undermine the very socioeconomic
conditions that are required to encourage widespread and sustainable
usage (Garcia and Gorenflo 1997).

Designing and implementing technology diffusion strategies to meet so-
cial as well as economic criteria is, moreover, becoming increasingly dif-
ficult, given today's deregulated, global economic environment, in which
the political and economic modus operandi is to let markets take their
course. Under such circumstances, developing countries have little leeway
to craft holistic communication policies. Lacking capital and finding
themselves deeply in debt, many depend on foreign investment to support
their telecommunications infrastructure development. When such invest-
ment is forthcoming, its provision is typically based on strict market cri-
teria, which serve to reinforce the concentration of infrastructure in urban
areas. Sometimes, developing countries can successfully negotiate con-
cessions, requiring foreign operators, for example, to meet basic univer-
sal service goals. However, such agreements rarely foster diffusion. By
their very nature, they are supply driven.

The Case of U.S. Telephone Cooperatives

The experience of rural telephone cooperatives in the United States pro-
vides an example of one strategy that might be pursued by developing
countries today. Although countries differ considerably in terms of their
social, economic, and political contexts, the rural cooperative model has
a universal appeal. Equally important, even in today’s deregulatory cli-
mate, cooperatives can be employed so that competitive and cooperative
markets complement, rather than replace, one another.

U.S. telephone cooperatives were critical not only in providing afford-
able telephone services to many rural communities but also in linking
them up with the national marketplace. Building on and reinforcing the
strengths of their own communities, these rural cooperatives played an
important role in promoting not only the universal deployment of com-
munication technologies and services, but also their widespread use in
support of economic and community development.

In the United States, rural communities first entered the telephone busi-
ness in 1894, when the original Bell Telephone Company patents expired.

strategies ro promote technology access must go hand in hand with those that aim to pro-
vide users the wherewithal to participate fully in society. As he states, “What is at stake is
not access to ICTs in the narrow sense of having a computer on the premises but rather ac-
cess in a much wider sense of being able to use ICTs for personal or socially meaningful
ends” (p. 32).

T’
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Shunned by urban-based telephone companies, rural residents took it
upon themselves to provide their own phone service, relying almost ex-
clusively on local capital and labor. In many local villages, doctors and
other local professionals took the initiative; whereas in more remote areas
it was farmers who set up the first telephone lines.

Rural phone companies organized themselves in a widevariety of ways.
Some purely private companies, which functioned as intercom systems,
consisted of a single line, which was owned and shared bya small group
of people. Others were organized on a profit-seeking basis, taking the
form of privately owned and commercial stock companies. Mutual stock
companies, in contrast, were owned entirely by users. Orgamized on an
informal basis, their members paid a prorated share of the ca pital expen-
ditures, maintenance, and improvement fees. Farmer lines were typically
set up as purely private or mutually owned systems (Anner1berg X’ash-
ington Program 1994). Thus, for example, to join the Libert y Telephone
Company in 1910, one had to pay an up-front fee of $25; provide a tele-
phone, a pole, and some labor; as well as pay a flac annual fee of $7 for
service (Meyer 1912).

Rural phone companies were able to make do with suchh limited re-
sources by sharing what they had and keeping their expenses to a mini-
mum. Local farmers, for example, often built networks vsing their own
materials and tools. When necessary, they purchased equipm ent from in-
dependent manufacturers or through mail order catalogues di stribute d by
such firms as Sears and Roebuck and Montgomery Ward. Having built
their own networks, these farmers had little trouble mainta ining them.
Problems did arise, however, when they resorted to very low-quality
equipment and poles, which sometimes included barbed wire and fence
posts (Atwood 1984). Overall, however, the model was a great success.
By 1920, 39 percent of all farmers had obtained rudimentary service, and
in some midwestern states the number of telephones per person exceeded
thatin the East.

Despite their initial successes and the important service benefits that
they provided, rural telephone companies’ fates were inextricably linked
to those of the communities they served. With industrialization and the
onset of the Great Depression, these companies were no longer able to
sustain themselves. Many failed. Because urban-based telephone compa-
nies were unwilling to serve these thin, unprofitable markets, service in
rural communities continued to deteriorate. Thus, by 1940, only 25 per-
cent of all farm residencies in the United States had working telephones
(United States Census 1949: 1).

This trend was reversed only when the federal government decided to
adopt a less market-oriented, and more community-based, approach to
telephone deployment in rural areas. To promote rural telephony, the gov-



136 D. LINDA GARCIA

ernment turned to the Rural Electrification Administration (REA), which
had already proven successful in bringing electricity to rural areas. The
model advocated by the REA—the cooperative—was designed to address
the problem of market failures in rural economies.

As in the case of the telephone, rural residents had greatly lagged be-
hind urban residents in accessing electricity. By 1935, less than 12 percent
of all America’s farms were served. Private utilities were unwilling to pro-
vide service because demand seemed low and the technical problems high.
At first, the federal government sought to assist and encourage private in-
dustry rather than displace it. When industry failed to respond, President
Roosevelt created the REA, which bypassed municipal and private in-
dustry with its own grass-roots, cooperative networks (Garwood and
Tuthill 1963). Although the REA’s goals were ambitious—universal high-
quality service, rapid deployment, and low rates—it was successful in
achieving them. Few rural cooperatives defaulted. By 1940, 3 percent of
all farmers had electricity; by 1950, 78 percent were receiving service; and
by 1959, 96 percent (United States Department of Agriculture 1989).

Rural electric cooperatives also played an important role in economic
development. The cooperatives aggressively recruited and served indus-
trial, commercial, and suburban customers, which had the effect of in-
creasing the number of consumers each year, from 5 million in 1960 to
12 million in 1987. In so doing, they greatly facilitated the movement of
industrial, commercial, and nonfarm residences to rural areas (United
States Department of Agriculture 1989).

Looking for a new mission in the late 1940s, the REA welcomed the
task of helping to deploy telephones to rural areas. With its authority ex-
panded by Congress, the REA helped to achieve high-quality, state-of-the
art telephone service in rural communities. To serve widely scattered res-
idences, it pioneered technology to reduce the size of wire, its cost of in-
stallation, and its vulnerability to lightning and icing. REA borrowers also
replaced party lines with one-party service. Rates were standardized, and
comprehensive “area™ coverage was provided. Attesting to the program’s
success, 94 percent of all farms were served by telephones in 1990 (United
States Department of Agriculture 1989).

Like the electric cooperatives, telephone cooperatives played a central
role in promoting community and economic development. Even today,
these local cooperatives continue in this tradition. A recent survey of In-
ternet deployment in rural areas shows that telephone cooperatives were
instrumental in bringing Internet services to their communities, even when
it was not in their immediate financial interest to do so (Garcia 1996).11

11 The prospects of new business opportunities and/or threat of competition were of lit-
tle concern, for example, to the nineteen early movers who began providing Internet access
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Replicating the U.S. Model

The successful U.S. experience with cooperatives is by no means unique.
Similar bottom-up community efforts have emerged in a nurmber of Eu-
ropean countries, including Norway, Sweden, Finland, and the Nether-
lands. Although organizational approaches have varied de pending on
local circumstances and political culture, all these efforts have served—as
they did in the United States—to speed the deploy ment and diffusion of
telecommunications services to rural and remote areas. Today, in the de-
veloping world cooperative efforts—such as microcredit organizations—
have likewise proved successful in promoting both technology diffusion
and innovation, as well as in providing new business opportiinities.

Notwithstanding such successes, recently a number of factors have lim-
ited the broad applicability of the cooperative model for telecommunica-
tions. Given, for example, the rising cost and growing size arnd complex-
ity of networks, it became increasingly difficult to piece together at the
local level all the necessary financial and human resources requiired to cre-
ate community-based telephone systems. Network interdepen dencies and
the need for interconnection also favored centralized networlk ownership
and administration, essentially foreclosing the option o f a decentralized,
cooperative approach.

In today’s global, more privatized environment, there are fewer such
constraints. Taking advantage of the higher performance and enhanced
variety of new networking technologies as well as the much greater flex-
ibility that they afford, new networking solutions can be emp loyed to de-
ploy advanced technologies on an ad hoc and customized basis. Already,
many countries are deploying less costly communication systems. In Asia-
Pacific and Latin America, for example, many countries are using very
small aperture terminals (VSATSs) to provide both public and private ser-
vices. Such systems can support voice traffic, facsimile, and low-rate data
transmission. In other countries, such as India, fixed cellular radio sys-
tems are often used (Blumenthal 2000; Hudson 1997). These radio-based
systems are easier to deploy than wireline services, and they have lower
up-front investment costs, which can be shared among s ubscri bers. These
technologies can, moreover, be deployed on a step-by-step basis, with new

between March 1993 and March 1995. Hardly any of these providers had a business plan
when they set out. Nor, for the most part, did they articipate a profit. Twel ve of the nine-
teenwere small or very small insize and had limited resources (less than 20 employees, 3,500
access lines, and $3.5 million in annual revenues). When asked in followup i nterviews why
they had decided to provide Internet service, most said that they had simply vvanted to meet
their communiry’s needs. As one company manager explained: “We don't expectto make a
profit; we would be happy if we could just break even” {Garcia 1996).
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cells added in response to growing demand. Because radio technology is
more reliable than wireline technology, such systems also have lower
maintenance costs.

Given the possibility of technology leapfrogging, there is no reason why
developing countries cannot employ bottom-up cooperative approaches
to serve users in small communities and in rural areas. The synergies and
positive externalities thereby generated would encourage not only tech-
nology deployment, but also—and as importantly—diffusion and inno-
vation (Hanna, Guy, and Arnold 1995). At first, small-scale pilot projects
might be undertaken, which are customized to the social, economic, and
political conditions at hand. Building on local knowledge, and being lo-
cally based and embedded in their communities, telecommunication co-
operatives might gradually expand their activities to create regional rural
portals in the manner described above.

Notwithstanding the benefit of new technologies, cooperative efforts
may need initial public support and assistance, as was the case in the
United States. At the very least, national governments will need to adopt
a proactive stance in gaining the acquiescence and support of incumbent
providers, assuring that local providers have equal interconnection rights.
If local credit markets are unable to generate adequate seed funding, ini-
tial loans may also be required. But their magnitude need not be exces-
sive, especially if the technologies used can be deployed in stages, in re-
sponse to growing demand. Experience suggests that a need for some
technical assistance and technology transfer will also be likely, at least in
the short term. Equally important, but more difficult to control at the na-
tional level, is the establishment of a global communication regime that—
recognizing the differences and increasing divergence between urban and
rural markets—is more receptive to such innovative approaches.

The Need for a Rural Telecom Regime

The cooperative movement in the United States benefited from a dual set
of regulatory arrangements, one for urban and one for rural areas. Rec-
ognizing that the structure of markets in urban and rural areas was sig-
nificantly different, the government promoted universal deployment not
solely through the use of cross-subsidies within the framework of a regu-
lated national monopoly, but also by providing rural telephone coopera-
tives loan subsidies and technical assistance under the auspices of the
Rural Electrification Administration.

Today, developing countries have much less recourse to pursue such
options. In an increasingly global economy, many critical issues are now
being worked out at the supranational level in a vast array of non-

THE RURAL-URBAN DIVIDE 139

governmental and governmental organizations that have mushroomed to
address these burgeoning tensions. As a result of this intervention, na-
tional policy-makers are often constrained in establishing their own agen-
das (Scott 1998; Biersteker 1995).

This loss of autonomy has been particularly evident in the area of
telecommunications. Given the increased global provisioning of telecom
equipment and services, as well as tremendous growth in global trade in
services, international pressures for deregulation, privatization, and lib-
eralization of this sector continue to mount. Leaders in develo ping coun-
tries are especially susceptible to such pressures. Competingamong them-
selves for foreign direct investment, and in search of mechanisms to pay
off their foreign debts, most developing countries have been quick to fol-
low the lead of their cohorts and counterparts in the industria lized West,
and to introduce telecom reforms. The choice, however, is notan easy one.
Describing the motivations and tensions inherent in these decisions, one
observer has noted:

Perhaps for the first time communications are being recognized as a strategic
underpinning of civilization, as important as the provision of cleara water. The
implicit fear for many countries must be that an inadequate infrast ructure will
forever keep a national economy out of the world economic structure that is
shaping up for the 21st century, in addition to the fear that government relin-
quishes an important tool. It is into this cauldron that telecom policy is being
pushed. (McClelland 1992: 31)

The market forces driving telecom reform are being reinfor ced by the
new international telecommunication regime. Deeply embedded in the
world trade regime, communication policymakers no longer view tele-
communication as a means of achieving social and economic objectives
but rather as an end in and of itself. That is to say, teleccommunications is
increasingly perceived to be a commodity, to be bought and <old in the
marketplace much like any other commodity (Garcia 2002).

Championed by the United States, the commodification of communi-
cation has today become the international norm. This transformation
from a technologically oriented telecommunication regime toa commodity-
based trade regime gained its first momentum in 1994, at the Uruguay
Round of the General Agreement on Tariffs and Trade (GATT) negotia-
tions. The United States sought to use these negotiations to open up the
world market to domestic services providers, and to foster competition
and—with it—reduced prices for telecornmunication users. The eco-
nomic stakes for the United States were very high. For example, in 1994
global telecommunication revenues—totaling $513 billion—constituted
more than 2 percent of global GDP, while international traffic grew at a
compound annual rate of 15.2 percent over the course of the previous
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decade (Hudson 1997: 417). So adamant was the United States in its in-
tent, its representatives balked at the 1996 negotiations, refusing to con-
tinue discussions until adequate concessions had been made.

The U.S. objective of creating a trade regime for telecommunication is
now almost fully realized. Lobbied intensively by the United States and
its European allies, GATT participants agreed to negotiate the liberaliza-
tion of trade in services in accordance with the most-favored nation prin-
ciples of the GATT. In 1997 the General Agreement on Trade in Services
(GATS) went into effect, to be implemented by the World Telecommuni-
cations Organization (WTO).'2 According to this agreement, each signa-
tory must file an individual schedule of commitment indicating which ser-
vices it will bring into compliance with the GATS guidelines. Signatories
to the Annex on Telecommunications are obliged to ensure that any ser-
vice supplier of any other member is accorded access to and use of tele-
communication transport networks and services on reasonable and non-
discriminatory terms and conditions. A separate Reference Paper lays out
members’ interconnection obligations as well as regulatory practices—
such as the creation of an independent regulatory agency—deemed most
appropriate for achieving competition. By the year 2000, seventy-two
countries, representing more than 91 percent of global telecommuni-
cation revenues, had become signatories to the Annex (Collins 2000).

Although serving primarily the interests of those developed countries
that have a comparative advantage in the telecommunications sector, the
goals of the Telecommunications Annex were couched in more universal
terms. Thus, for example, in announcing the agreement, the director gen-
eral of the WTO predicted that gains in global income over the following
decades would total close to $1 trillion. Even more important, he said:
“this deal goes well beyond trade and economics. It makes access to
knowledge easier. It gives nations large and small, rich and poor, better
opportunities to prepare for the challenges of the 21st century. Informa-
tion and knowledge, after all, are the raw material of growth and devel-
opment in our globalized world” (Mansell and Wehn 1998: 191).

Likewise, the GATS agreement paid tribute to the special needs of the
developing world. Thus, it characterizes one of its purposes as facilitating
“the increasing participation of developing countries in trade and services
and [strengthening] their domestic capacity and its efficiency and com-
petitiveness” (Feltham 2000: 151). In addition, the agreement recognizes
the unique needs of many developing countries, and the difficulties they

12 A second major governance regime—the Information Technology Agreement—was
concluded for information technology in January 2000. Signatories constitute 90 percent of
the world trade in information technologies (Mansell and Wehn 1998).
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may encounter in the transition. Thus, section 5 (g) of the Annex specifi-
cally adds protection for them, allowing developing countries to “place
reasonable conditions on access to and use of public telecommunication
transport networks to strengthen its domestic telecom infrastructureand
service capacity and to increase its participation in international trade in
telecom services” (Feltham 2000: 151).

Even if the Telecommunications Annex is universal in intent, its impacts
are hardly likely to be experienced uniformly. As telecommunications
markets are liberalized, the forces of competition will serve to concentra te
the provisioning of facilities and services in high-density urban areas. To
the extent that global providers serve rural areas, they will be compelled
to “cream skim” atthe margins, further depleting rural areasof theirover-
all networking resources. The uneven pattern of global development will
be reinforced as a result.

To anticipate the results, one need only consider the pattern of infra-
structure development as it is evolving in a developed country such as the
United States. Most of the deployment of advanced networking tech-
nologies is now focused almost exclusively in large cities and urbanized
regions, where demand is highest and the customer base the most lucra-
tive. Thus, for example, the top seven metropolitan areas host 62 percent
of the nation’s Internet backbone capacity; the top 21 metropolitanareas,
87.5 percent. What is worse, a number of large companies are actually
abandoning their rural customers. Thus, for example, since 1994, the in-
cumbent U.S. West—which provides service in fourteen states—hassold
off more than four hundred of its exchanges. Likewise, GTEhas divested
itself of many of its exchanges. Explaining the company’s behavior, GTE
noted: “This repositioning effort is part of an overall corporate plan an-
nounced in April 1998 to generate after-tax proceeds of $2-$3 billion to
be redeployed into other higher growth initiatives™ (Selwyn, Kravtin, and
Coleman 1998: 20).

This kind of divestiture makes total economic sense, given the intense
competitive characteristics of the global telecommunications market.
However, the incentives that drive increasingly globally oriented provid-
ers are hardly likely to foster community building atthelocal and regional
levels. As Scott (1998: 37) has emphasized: “competitive contests and ri-
valries corrode those subtle processes of association, cooperation, and
communal solidarity that are critical to much of the economic success and
social welfare in the contemporary world.”

To reverse such developments, a deliberate rural sttategy will be re-
quired. Just as in the United States, where the government was forced to
adopt a nonmarket strategy to assure that rural communities had equal
access to critical infrastructure, so too might decision-makersin local, re-
gional, national, and international arenas today. In a highly complex,
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globally networked economy in which economies are increasingly inter-
dependent, competition can no longer be viewed as an end, in and of it-
self. Instead, competition must be viewed as a policy tool, which is more
or less appropriate depending upon the circumstances. Given such a rad-
ical change in the mindsets of today’s policymakers, innovative rural so-
lutions, which draw upon and reinforce local strengths and resources, can
surely be found.
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Networks, Information, and the Rise
of the Global Internet

ROBERT LATHAM

SHOULD FIELDS LIKE international relations provide theories for the for-
mation of global infrastructures? Although such infrastructures, from
communication and transport to financial systems, are fundamental to
globalization and the nature of the global realm, such theories hardly
exist. Such theories may help us understand how global systems emerge
and take a certain form. This chapter will probe the outlines of one for a
system essential to our world, the Internet.

Why have such theories not come into being?! In the first place, the long
history of infrastructure, such as communication systems, has mostly been
a national one. Industrialized states have been able to establish within
their borders relatively well-integrated networks with uniform standards,
such as is commonly seen in a national telephone system.? The very suc-
cess of such national systems since the nineteenth century has meant that
global communication systems have typically taken form as a set of con-
nections among discrete national communication networks (an internet-
work). This form describes, for example, the matrix of transboundary
links among national telephone networks that makes international call-
ing possible. Standards can vary, but the internetwork will work as long
as the links compensate for different standards.

A global network, in contrast, is composed of links across national
boundaries that do not join gateways to other networks (as in an inter-

1 There have been some outstanding exceptions, such as Hughes (1983) and David and
Bunn (1988).

2 The term system is being used to describe the overall array of technologies, applications,
regulations, and connections that constitute a form of communication (like telephony) that
can be national or international. By network is meant the web of connections (both human
and machine)—and the technologies that support those connections—that make a system
possible. Networks and systems overlap considerably and perhaps differ ultimately only in
emphasis and comprehensiveness (with networks, the emphasis is on connections and what
makes them possible; with systems, the emphasis is on total configurations of relevant ele-
ments and forces).
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network) but constituent nodes that are administered integrall y, with uni-
form standards of operation. The historically successful development of
separate national communication systems—and the tendency toward in-
ternetworking that follows that success—has not prevented the emer-
gence of global networks. A good example is a global network of orbit-
ing satellites and ground stations.?

A second reason for the lack of theories of infrastructure formation
might be that we have an easy time answering some question s about in-
frastructure, such as how internetworks come into being (thus, notheory
is necessary). Internetworks have historically flowed from agreements
among states to connect their national commanications systenas based on
accepted technologies of linkage: a precedent established by telegraphy in
the nineteenth century as country after country agreed, first bilaterally, to
link up and, then multilaterally, to establish a regime of wire connection
(see, for example, Zacher and Sutton 1996).% The formation of a single
globe-spanning network is also easily accounted for. Such netvvorks have
typically taken form as the possession or projection of the inte rests of one
country or a condominium of countries. In the nineteenth cent ury Britain
constructed a global telegraphic network spanning its empire, which the
British state directly and—through British firms—indirectly controlled
(Headrick 1991; Hugill 1999). Twentieth-century satellite netsvorks were
controlled—after being initially a U.S. possession { Comsat)— by Intelsat,
a condominium (Cowhey 1990: 176-82).°

Although it involves both national networks and transboun daty inter-
networks, the emergence of the Internet is not easily accounted for in this
way. The Internet was not established nor is it maintained via interna-
tional agreement, even though there are instances where hilateral agree-
ments produced international connections, and international organiza-
tions such as the International Telecommunications Unien (IT'U)and the
European Union (EU) played a role in its development.® It is a Iso not the

3 Any given communications system can comprise both global networks and global in-
ternetworks. For example, global telephony involves global satellite networks that facilitate
internetworking among national telephone systems. Of course, any set of gateways linking
discrete networks can be viewed as a simple network in its own right (hence the useof the
term “network of networks” to describe the Internet, for example). However, I will reserve
the distinction between an internetwork (a set of links via gateways among networks) and
a network (a set of links facilitating communication among users based on a uniform set of
technologies and protocols, administered by some common authority).

4 Onthe history of connecting telegraphic systems, see Headrick (1991); Codding, (1952:
5-34); and Standage (1998: 68-104).

5 Of course, the United States continued to exercise great influence.

6 I am thinking of some of the early agreements to establish ARPANET nodes in Europe
in the 1970s. Note also that regime-like agreements—in the broad sense of thie tetm—can
certainly be found within the Internet via voluntary organizations like the World Wide \Web
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product or possession, directly or indirectly, of any single state or group
of states, however important one takes its origins in the United States and
actions by the U.S. state to be. Most importantly, the very nature of the
Internet is relatively exceptional in telecommunications history because,
as an internetwork, it directly and indirectly links a diverse range of not
just national but subnational, regional, and global networks. The ques-
tion is, how does an internetwork comprising such varying network types
and scales come into being to become the primary global computer com-
munications system?

It is natural to turn to international regime analysis to provide an an-
swer to this question. As suggested above, regimes do bear on infrastruc-
ture. Their analysis can help us understand how agreements can form
about an infrastructure that is in the interest of one group or another or
is efficient and economical. However, while the Internet’s development
was noticeably aided and shaped by the relations and interactions among
sets of agents and institutions (experts, states, corporations, international
organizations), these relations on their own do not explain the Internet’s
success.” However important the development of various transnational
communities and coalitions of IT experts and organizations has been, the
emergence of the Internet as a global communication system cannot be
explained in itself by the success of a given coalition of transnational or
transgovernmental actors and institutions (coalitions—Ilike state actions
and international agreements—were a necessary but not sufficient factor).
That is because coalitions broad enough to affect IT policy around the
world emerged as the Internet itself emerged (in other words, the collab-
oration occasioned by the construction of the Internet produced the coali-
tions that could contribute to its continuation and robustness).2

The only other contending starting points for explaining the emergence
of the Internet are network economics (emphasizing the power of “net-
work effects” or “externalities”) and folk theories from the IT world (em-
phasizing the overwhelming attraction of Internet technology). I will sug-
gest that even if network effects can explain the large-scale growth of
networks, it cannot explain their initial emergence. IT folk theories in turn
suffer from assuming away the crucial incentive to interconnect that
makes the use of technology attractive in the first place.

Consortium (W3C). Howeveg, this use of regime is distinct from the classic use in IR where
states establish and abide by various rules and norms.

7There is no single, comprehensive history of such relations and interactions. A good
start is Abbate (1999).

8 The formation of these coalitions is crucial for understanding the developmentof a tech-
nology, as Bruno Latour (1987) shows, but not necessarily for explaining the emergence of
a communication system, which itself, as an infrastructure, is the very thing that makes co-
alescing possible in the first place.
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What I am after in a theory of infrastructure formation is some frarme-
work for understanding the logics of global infrastructure emergence—
that is, how an emerging organization of infrastructure impacts iis de-
velopment and prospects for successful evolution.” For me, the crucial
factor in thinking about the infrastructural logic of the Internet is the re-
lations among networks. I will argue that the crucial motor of success vvas
the basic logic whereby computer networks would form and then conraect
or not connect (and the consequences in the aggregate of such format ion
and connection). Why did an emerging Internet expand from a relarively
small number of interconnecting networks to thousands of networks and
connections? What logic made such interconnecting of interest to the or-
ganizations administering computer networks? What implications d oes
such a logic hold for the character of the emerging communications sys-
tem as it scaled up into a web of thousands, then millions, of users?

Like global infrastructure formation, internetwork relations are uncler-
studied by social science. Despite the recent popularity of the term * In-
ternet” and the phrase “network of networks,” relations among netwo rks
(rather than relations in networks) fails to gain serious attention, even
while the study of networks grows.

I will concentrate mostly on constructing a model of that logic rat her
than on the politics of pursuing agendas or the trajectories o f cooperation
and conflict among relevant organizations. If the Internet is a network of
networks, then itis essential to identify the mechanism through which chis
internetwork formed. This chapter should be viewed as a first step in this
direction. While I attempt, for heuristic purposes, to model a process, |
continually endeavor to place that model in its historical context.!?

? Karl Deutsch has come the closest t o this question, but he focused less on whyinfra
structures are organized a patticular way per se and more on the flows across them. Anether,
less internationally focused, exception is Ithiel de Sola Pool. See also the recent werk of
Ronald Deibett (1997).

10 In contrast, the recently published fine book by Susanne Schmidt and Raymund Werl:
(1998), Coordinating Technology, emphasizes the play of actors, institutions and their ir-
terests, perceptions, and models to explain the technical solutions that beceme standards
(the process of standardization). But by starting with a fixed process and set of actors (the
International Telecommunications Union and International Organization for Standarcliza-
tion, or ISO) the authors are forced to focus on the process that produced standards (the
PTT model, as I grossly call it) that did not prevail as the mode of internetworking for the
world (of course the European protocols are used and thriving in places, but in the context
of an Internet environment rather than the reverse). Internet formation essentially becomes
an anomaly for Schmidt and Werle, or a sideshow to the legitimate process of standarcliza-
tion. What I am asking is that we turn this on its head and designate a facet of infrastruc-
tural logics—internetworking—to driveanalysis. This does not rule out, however, the pos-
sibility of analysis that gets at the same dynamics discussed below by starting instead with
a close analysis of the relevant politics and conflict.
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Obviously, behind and in every network there is an organization, I
therefore do not seek to privilege infrastructural logicsin order to displace
political processes as explanatory forces (the importance of which is un-
derlined in Guice 1998). Regimes matter, as do political and economic
agendas, and interorganizational conflict. To argue that logics were agents
of change per se is sheer technological determinism. Indeed, without ulti-
mately taking social and political processes into consideration, the very
notion of system success is rendered meaningless (success among whom?
for what?). Rather, my position is that the logic of internetworking is what
shaped the terms of and possibilities for the success or failure of a com-
puter communication system in the worlds where such system formation
mattered.!! One could have imagined national systems of computer com-
munications emerging along the lines of earlier communications systems
such as the telephone: that is, with robust national development unfold-
ing first, followed after a span of time by a state-led process of interna-
tional interconnection. As I will discuss below, there was one model of
computer networking of this sort on the table that was of interest espe-
cially to the national telecommunications agencies in Europe. It was a se-
rious alternative and failed to take hold because its advocates ignored the
compelling social logic of interconnection that the Internet represented.
Thus, to the extent that I do consider specific political processes, it is
around the conflict between the two basic alternatives to network forma-
tion, the homogeneous interconnection of national networks versus the
heterogeneous interconnection of diverse networks.

What Needs to Be Explained?

I seek to provide an answer to the question of how it was possible for the
Internet to defy the typical pattern of international interconnection and
become the primary global system of computer communication. The em-
phasis on global is important because what distinguishes the trajectory of
the Internet as a communications system is that it did reach relatively
quickly across borders, especially to Europe and then Asia. Although
much of the development of the Internet was located in the work of U.S.

1 In this respect [ do not reject the social constructivist approach to the study of rech-
nology, which empbhasizes the play of power, perspectives, and agendas among contending
groups, as exemplified by Bijker (1995) and adopted by Schmidt and Werle (1998). More
accurately, I share important assumptions with the approach by taking contingency seri-
ously, treating the success ofa technology as an explanandum rather than an explanans, and
recogaizing that social groups do not necessarily precede the emergence of a technological
system but can emerge with it. Where [ deparr from that perspective is in my emphasis on
the influence of the logic of the emerging system as a crucial shaper of outcomes.
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agencies and networks, international interconnections were there from
the start and grew in significance rapidly, so that now by one meaningful
measure the Internet is at best only 55 percent U.S. based—a predomi-
nance that continually drops.!? Thus, we should understand global to
mean that the Internet spans the globe, however unevenly.l*

However, given thatitsdevelopmental origins were in the United S taes,
a question arises that is corollary to the basic question about system for-
mation: why did it successfully spread from a predominantly U.5. baseo
other industrialized countries and on to the rest of the world?

That the Internet was initially anchored in the United States does ot
mean that my task is to explain why the United States was the crucial, but
by far not the only, source of innovation.!* Rather I seek to e xplain why
such innovation became the basis for a global communications sy stem.
Success for those innovations required that others take them up and join
in. In other words, innovative, efficient, and competitive se rvices (ie,
cheaper lines) might explain why the Internet emerged from the United
States, but not necessarily why it spread from there. Efficient and com-
petitive U.S. services, especially early on, did not really aid non-U.S. net-
work-builders who had to rely on their own systems and services. And su-
perior technology is in the eye of the beholder, as Europeans expended a
great deal of energy developing an alternative set of networking protocols
that even the U.S. government endorsed.

These points raise the issue of which period of Internet development
I am concerned with. There are three distinguishable periods. Phase
one covers the early 1970s through mid-1980s. This is the period of ini-
tial development and experimentation, when the very first interconnec-
tions, including international ones, occur and begin to advance. A second
phase is marked by the proliferation of interconnections, especially trans-
boundary ones,from the mid-1980s to the early 1990s. NSF figures prom-
inently as a supporter and foundation for such interconnections. Finally,
the phase of real take-off occurs as commercialization sets in from the
early to mid-1990s up to the present, marked by the advent of the World
Wide Web.$ My analysis focuses on periods one and two, although I will

12 That basis is domain names, which Zook (2000) argues is a good representation of
distribution relative to other measures, such as hosts or network infrastructure.

131 will also use the terms transboundary (any connection across national boundaries)
and international (transboundary connections tied to some sort of national er state ea-
deavor, such as intermilitary networking).

14 For an analysis of exactly this issue, see Mowery and Simcoe (2001}, It should notbe
forgotten that Europe has been an important source of innovation as well. The most f amous
innovation to come from there is the World Wide Web, developed by the scientific research
organization headquartered in Switzerland, CERN.

15 For roughly the same periodization, se¢ Guice (1998) and Mowery and Simcoe (2001).



152 ROBERT LATHAM

draw out in the conclusion some implications of the analysis for the cur-
rent period.!6

When trying to understand what the Internet is as a system, one can
take the name literally: an interconnection of disparate networks that al-
lows communication among users of computers (via, for example, e-mail,
file transfer and storage, remote login). Based on that definition, there are
three levels from which to view the Internet: the information available and
circulating; the web of links among individuals and organizations pro-
ducing, maintaining, and accessing such information; and the ensemble
of software and hardware that makes such links and communication pos-
sible, such as TCP/IP. Success for the Internet required that growth occur
on all three levels (after all, greater connectivity has no meaning unless it
involves greater communication). The process that was able to bring all
three levels together and yield global growth was the interconnection of
networks, each of which had content, users, and hard/software. The
mechanism driving that interconnection, I will argue, involved a potent
mix of information and links across such networks, within which an
emerging technology of connection served as a catalyst.

I will conclude by considering how the logics of Internet formation help
us better understand the possibilities for establishing the social purpose
of this communication system.

Two Approaches to Transboundary Internetworking

Because the Internet developed as an internetwork of disparate networks,
any network in a given country, in principle, could connect directly to any
other network in or outside that same country. Networks were not re-
quired to send data through a national data network, which then for-
warded the data to another national data network, which in turn for-
warded the data to the ultimate destination inside that country. Of course,
as the Internet matured, the average user and network needed first to get
access to Internet service providers (ISPs) and rely on large-scale data
backbones to make connections to other networks far away. But these
providers are really networks themselves connecting directly in a patch-
work of links—across national boundaries—that is global in scale. And
while national data networks did emerge and persist today, they operate
within the context of the Internet patchwork rather than an internetwork
of national networks.

16 Is this a late phase of the Internet, or are we merely in the beginning stages of a much
deeper and longer trajectory of development for digital technologies of connection, within
which the Internet is merely an initial social experiment? My hunch is that the latter is right.
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Figure 1. Transboundary internetworking styles

We can crudely visualize the difference between the two approaches to
transboundary internetworking in the following figure meant to depict
national boundaries (fig. 1). The form on the left represents the many lat-
eral interconnections emerging from a given country initiated by discrete
networks (the variation in line thickness should convey that networks dif-
fer in size, particularly bandwidth). The form on the right represents the
interconnections of a national-level public network that takes place at the
national border through a national gateway. I label the left side lateral in-
ternetworking and the right vertical internetworking (to convey that it is
necessary that subnational networks move up and down through national
networks).

Itis all too easy to fall into the trap of assuming that lateral internet-
working was an overwhelmingly attractive approach, the success of which
was made inevitable by U.S. state support, and that the Internet was some
sort of juggernaut emerging from inside the United States as a U.S. entity
extending outward with unstoppable momentum.!” This view is mis-
taken. At the most basic level, it should be recognized that the United
States was not the only site of computer network formation. Europe in-
vested considerably in networks. These networks—which had their own
momentum—were interconnected within Europe as well as to the United
States, and the process started in the early 1970s, as internetworking
began to become an issue in the computer-networking world.

While some of the emerging networks and interconnections in Europe
were based on U.S. networking approaches (e.g., Eunet, which was the

17 Guice (1998) also emphasizes the importance of considering alternative routes to com-
puter networking.
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European UNIX Network), others followed an approach to vertical net-
working that was centered in Europe but was embraced around the world,
including in the United States.

In and of itself, European computer networking was not a force that
represented an alternative to the Internet. These networks across the
1980s were linking up to networks in the Internet constellation and
thereby became a part of that constellation.!® In this respect, they were
important to the Internet’s success as a global system.

What did offer an alternative was the vertical networking vision that
was advanced especially in Europe (and to the extent that the European
networks would have been drawn up into that networking project—
rather than the Internet—they would have been a challenge). That vision
was strongly associated with the large national telecom agencies, Post,
Telegraph, and Telephone or PTTs, and was aimed at establishing a na-
tional public data network in each country along the lines of all previous
international telecommunications systems. The point was to make sure
data was channeled through the already existing telephone system in a
manner that allowed the agencies to charge for access and usage (Libicki
1995: 80-81, 87; Gillies and Cailliau 2000: 65). Private networks—
especially in the process of proliferation—were frowned on and viewed
as a nuisance and sometimes even a threat to the project of one large pub-
lic data network per country (Abbate 1999: 160-66; Hirsch 1975a,
1975b). But such networks existed and were flourishing, ironically, often
because of the very efforts of European governments. For the PTTs, the
trick would be to get them and all comers to accept the large public
networks as the basic infrastructure and ultimate global context of
(inter)networking,.

The conflict between the two visions of internetworking—represented
in figure 1—was fought out on the terrain of standards for networking
and internetworking (standards to be taken up and applied by all net-
workers as protocols for making connections). Since the international
standards bodies were made up of national government memberships,
these organizations (specifically the International Standards Organiza-
tion, or ISO, and the ITU) were naturally oriented toward the PTT ap-
proach and its associated protocols, called the Open Systems Intercon-
nection (OSI). Basically, the OSI suite of networking protocols was
oriented toward establishing control over the movement of data: as data
went from one point to another, the route could be traced. This would
allow charges to be levied, and limits to be set on who could carry data,
not unlike the way international telephony works. In the Internet suite of

18 These interconnections are documented in Quarterman (1990). For an interesting sur-
vey of the thinking and people behind them, see Malamud (1992).
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protocols (Transmission Control Protocol/Internet Protocol, or TCP/IP)
the data could go any available route, which made cost capture and con-
trol impossible at the time.!®

We know now that this model failed to capture the destiny of computer
networking,along with its protocols. At the time, however, there was con-
siderable momentum for it as public networks were established (which
still exist), as the protocols were embraced by networks and erganizacions
worldwide, including U.S. corporations eager to sell OSI products and the
U.S. state, which adopted them for its own networking needs and ac-
cepted them as the future of global computer networking.2 While the
United States promoted lateral internetworking (as will be discussed
below), it did so to advance the work of Arpa and the possibility of sci-
entific and technical collaboration, not to establish an Arpa-based In-
ternet as the global computer communications system.?! Putting this
in historical perspective, it was not until the end of the 1980s that one
could say that the chances for the OSI suite to triumph were fully wiped
away as the scales in favor of TCP/IP tipped decidedly in its direction, as
just about all networks accepted the latter as the primary means of
interconnection.

It is not possible here to explore in any substantial fashion why the PTT
model failed. My purpose in this chapter is to explain how it was possi-
ble for a lateral internetworking system to come into being. But tothe ex-
tent that the dynamic between the two models helps us understand better
how the Internet model succeeded and what was at stake in that success—
a success that was achieved ultimately at the expense of the alternative—
it deserves consideration.??

19 It is not possible in this space to discuss the complex history of this conflict (TCP/IP
vs. OSI). My interest is to draw attention to its existence and relevance to thesuccess of the
Internet. For analysis and portraits of the conflict, see Abbate (1999); Salus (1995); Mala-
mud (1992); Drake (1993); and Tannenbaum (1989).

20 This adoption is associated with the Government O pen Systems Interconnection Pro-
file (GOSIP). See the Department of Commerce report, Standards in Process (Cerni 1984},
to understand some of the ways this choice was framed in the United States. See also Cerf
and Lyon, n.d. (approx. early 1980s, internal agency document), for a glimpse of how the
Arpa networking community tried to fight back against the implications of the U.S. ¢mbtace
of the international standards and convince the U.S. government to advance the TCP/IP
cause.

21 This may seem to contradict the points made below about the promotion of the In-
ternet from the United States. However, one needs to separate the attempt to advance in-
ternational scientific collaboration and to support Arpa and its particular networking ap-
proach (to say nothing of the military’s overall endeavors) from the decision s made regarding
protocols for other agencies and more generally the face of the U.S. government in interna-
tional fora.

22 1 will lay aside the counterfactual of what would have been the fate of the PTT model
if the Internet alternative did not exist or failed for other reasons.
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The momentum in Europe for developing networks and internetworks
was helped along by the prospect of establishing an international ap-
proach that was viewed to be clearly in the interest of European telecom
agencies. Success for the PTT approach was anticipated, and TCP/IP was
at best tolerated temporarily and at worst shunned.?3 It is not clear how
networking in Europe would have proceeded without this prospect for
success, but anticipation of success did create a sense that the investment
was worthwhile.

But the dynamic between systems was not zero-sum in that the devel-
opment of the PTT model directly contributed to the success of the Inter-
net. First, the large number of networks that were put in place through
European initiative helped—upon integration into the Internet constella-
tion—make the Internet a global system. Second, the implementation of
OSI technologies, when added to TCP/IP technologies, helped produce a
more diverse networking environment overall. Such diversity supported
the Internet model because its protocols were well suited to operate in
such diversity (Abbate 1999: 178).2*

However, a zero-sum view was prevalent among Internet-oriented tech-
nologists who have argued the PTT model was inferior; an inferiority that
has generally been cast as a function of the positive attributes associated
with the Internet.23 That is, what is wrong with the PTT model is that it
isnot the successful emerging Internet approach. Mostly it is argued that
one approach was superior to the other for achieving the ends of global
internetworking—more technically effective (accommodates diversity, can
be flexibly applied to interconnections of one’s choice), economical (avail-
able as open source for application and based on a more simple design),
timely (was on the scene early in the cycle of network formation), and at-
tractive regarding organizational culture (emerging out of the bottom-up
heterogeneous culture of networkers rather than the top-down approach
of bureaucrats).

These qualities are generally held out as explanations for the success of
the Internet and, in turn, the failure of the PTT model that lacked these
qualities (OSI undermined diversity as mentioned above; interconnection
was complicated and poorly thought through; the protocols—especially
the manuals—had to be purchased; the suite was complicated and not eas-

23 The use of the TCP/IP protocol is not necessary to establish interconnections to Inter-
netconstellation networks. One explicit case of avoiding TCP/IP was the UK network called
the Joint Network Team (JNT), one of heads of which claimed that “the feeling was that
we should align our networking program with UK developments rather than something
from across the Atlantic” (cited in Gillies and Cailliau 2000: 66).

24 Note that OSI protocols are still used. But they are applied in the context of the In-
ternet system.

25 For overviews of the debares and thinking, see the references in note 19 above.
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ily implemented and was released publicly over time; and finally, there
never emerged a “networking culture” around it—as there did around,
say, Unix systems—even though plenty of networking experts around the
world worked with and supported it). But in and of themsel ves, these at-
tributes do not explain the success of the Internet becau se the y assurme the
crucial incentive to interconnect.?¢ It is more accurate to view the attri-
butes as important supports making possible the network p roliferation,
maintenance, and interconnection that I will argue is the key to Internet
success. The employment of TCP/IP required only minimal changes to the
workings of each discrete network.2” This allowed network s to preserve
the identity of their networks in the face of interconnection. Flexibility al-
lowed choices regarding the pursuit of connection to oth er rnetworks
(which could be made in a timely fashion), accessing what was considered
of value of in other networks. While the OSI world, as mentioned, in-
creased diversity and networking overall, it was not consistent with the
trends toward lateral interconnection described below.

If there was such a marked difference between the two approaches, then
how was it possible for the Internet to get a serious toeholdl in the net-
working world of Europe? After all, despite all the factors j ust revie wed
that worked in favor of TCP/IP, there were considerable institutional
forces arrayed against it (whole governments, international or-ganizations,
and seasoned experts). Even if a system is viewed by some actors (in this
case, its developers) as working better, this fact does not guarantee its suc-
cess. Who else views it that way? How is efficiency defined arnd evaluated
and by whom? Many experts and the majority of institutioras supported
OSI not just because it was consistent with PTT interests but because they
believed its design would in time be optimal (even if, in the m eantime, the
Internet approach was more efficaciously applied).

There are, of course, historical precedents for the triumph of “less effi-
cient” technologies. The QWERTY keyboard is held out typically as an
example of how lessefficientsystems can prevail based on the institutional
relationships and structures thatare entrenched from the past that create
path dependencies (David 1985).28 But—whether or nota technology is

26 [ have put aside the question of wherher they are adequate explaraticons for the fail-
ure of the PTT model.

27 This point about the Internet approach is also made by David (2001: 160,166 —67).
David and Bunn (1988: 170, 181) offer this observation aboutany gateways that link het-
erogeneous systems. The gateway mediates between the varying syscerns and allows for their
preservation. Some call the Internet a dumb network ([senberg 1998) becaus e the guidance,
channeling, and checking of data movement ate not done in the network butat the end
points of transmissions (hosts).

28 Liebowitz and Margolis (1994) question this example hy pointing to evidence that the
QWERTY technology was as least as efficient as the alternatives. Even if that is the case,
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more or less efficient—there must be a process or mechanism allowing en-
trenchments to be overcome. In my view, what helped undermine the sup-
portfor OST was the fact that a connection into the emerging Internet con-
stellation or adoption of Internet protocols (TCP/IP) did not force
networks using it to endorse the entire Internet model, forcing a rejection
of the PTT model. A network could even use OSI protocols to intercon-
nect to other networks in the Internet constellation. The point is that ac-
tive engagement with the Internet world could occur without having to
make a commitment to it with regard to ne working policy overall. As
long as the Internet protocols remained simple and minimal (so that net-
works did not need to reconfigure themselves internally around them), the
political costs to European networks of involvement were low. Carl Mala-
mud’s book Exploring the Internet (1992) documents well how many
decisions to link up to the Internet constellation were made on a tempo-
rary, interim basis.?” Interestingly, even Internet-constellation networks,
such as NSFnet, had as part of their original policy the promise to migrate
ultimately to OSI (Gillies and Cailliau 2000: 79). However, as I will dis-
cuss below, over time interim decisions aggregated into a large-scale In-
ternet constellation of global proportions that produced success for that
system even in the midst of worldwide support for OSI.

The Basic Model

All the factors just discussed, which stand in favor of the Internet ap-
proach, are meaningless unless there is an explanation for the formation
of the Internet. In other words, the strongest argument in favor of the suc-
cess of the Internet is one that articulates a powerful dynamic of forma-
tion that is consistent with the historical context of that formation. The
rest of this chapter will be devoted to this argument.

Since the Internet is at its heart a set of interconnections among net-
works, any explanation of internetwork formation must show why such
interconnection would come about. I have a very simple model in mind.
It starts with the assumption that any given network has value to those
who are in it and to those who evaluate it from outside. That is, in
straightforward economic terms, it has utility for users or potential users
(satisfies wants and is desirable), it is relatively scarce in that it has its own
unique qualities, and it involves considerable costs to produce and main-

thereis no shortage of other examples, including the one already referred to above: the high-
cost telephone systems established in Europe versus the much lower-cosr U.S. system.

29 This pattern was made possible by the slow development of OSI protocols for inter-
networking, which helped justify promises of temporary use and ultimate migration to full
OSI systems.
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tain.?% By interconnecting to a given network you get to access its value.
The question is, what is the value of a network?

The most famous depiction of network value is popularly known as
“Metcalfe’s Law,” named for Robert Metcalfe, the inventor of the Echer-
net.! It quite elegantly states that the value of a network (V) is equal to
the square of the number of computers (N) connected to it, V == N>. The
squaring of N is meant to depict the potential interaction—N{N)3*—and
the various potential activities—such as e-mail communication orcontent
production—that network participation might yield. The original articu-
lation of the law is associated with Metcalfe’s development of the Ether-
net in the 1970s. It was an argument used to convince Xerox that the
growth associated with Ethernets would be polynomial rather than just
additive (all Ns). In effect, Metcalfe’s Law is a case of what is commonly
called network effects or externalities in economics: the utility of some-
thing to a user increases as the number of other users grows (eg., tele-
phones are more valuable to youif youhave lots of other people also with
telephones to call).

Following from the law, the value of interconnection of one network
(N,) to another (N,) is N|N, (Varian 1999). In effect, as Vari an (1999:
8) puts it, “each network gets equal value from interconnecting” (al-
though from an individual’s standpoint, if you are in the smaller of the
two networks you get more value because you are linking up to alarger
network).

I understand the attraction of Metcalfe’s Law: you are dealing with real
numbers, as long as you know how many computers or users are con-
nected to networks. But what you are doing is assuming away the messy
vagaries of how much content and communication—ultimatel y value—
is actually being generated by users. You are dealing in pure protentiali-
ties. As one “web authoring company” observed, although a network of
many users may have value as such, “it doesn’t mean that simply in-
creasing numbers will add more value” because some “content > is noise,
not information. Astheyseeit, “itistheapplication of the network which
really matters.”33 In other words, V = N2 makes too strong a1 assump-
tion about the use and purposes to which a network is put. There is also
the prospect of passive users and the possibility that production is con-
centrated in a few hands. Further, once networks get very large, the no-

30 See the discussion of value by Hicks (1946) and Weber’s chapter in this vo lume, which
also builds his arguments on the relationship among technology, networks, and value.

31 One brief commentary on it is in Metcalfe (1995). It is discussed in Shapiro and Var-
ian (1998).

32 1t is of course more accurate to subtract out self-interaction (n2 — n), as Shapiro and
Varian (1998: 184) do.

33 Quoted in Windrum and Swann (1999: 3).
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tion that all users might potentially communicate with all others is ab-
surd, as Metcalfe himself recognizes.34

Instead of N(N), I would prefer to view the value of a network as equal
to the interaction of N, users, and I, information so that V = N{I). Net-
work value is thus a function of the number of users, the amount of in-
formation they produce, and its circulation through interactions and
activities. Circulation, of course, itself will be a function of network per-
formance in that large amounts of information can only succeed in circu-
lating—among many and few users—if there are high performance levels
(e.g., bandwidth to allow file transfer). Thus, by interconnecting, two net-
works gain N, (I,) * N, (I,) value as users and information are thereby
able to mix (via communication and circulation) across the two networks.
The attraction of interconnecting in this formula is greater than the one
proffered by Varian (N,N,) in that you get not only the potential value
of interaction across the networks but also the value of access to existing
bodies of information.

I chose the category of information—rather than content—to describe
the valuable substance that can be generated and circulated on a network
among users. Content can be anything that is communicated, without ref-
erence it its meaning and ultimately its value per se (cute missives or ban-
ner ads). Information, a subset of content, is different. I follow a line of
thought developed by Niklas Luhmann (1995), which emerged out of the
tradition of Information Theory associated with Claude Shannon, but
which departed significantly by squarely linking information and seman-
tic value.®S Information has value because it is “an event that selects sys-
tem states” (Luhmann 1995: 67). In other words, information is com-
munication that establishes that a given social system—or some aspect of
a system (or a subsystem)—is in one state or another, is this or that way
(e.g., the price of gold or the movement of troops).

Of course, there is relative worth to any information—the weather ver-
sus a tip on an intended crime or a description of a new computing net-
working approach. Consistent with Luhmann’s conception, I believe, is

34 Metcalfe {19935); see also Windrum and Swann (1999: 10).

35 Information in the Shannon framework is a function of the number of choices and the
selection of messages among possibilities, such that one would select symbols ultimately to
construct a sentence. Shannon wholly divorced semantics from information, which is better
conceived in his terms as an engineering concept: namely, bits of 0’s and 1’s that can repre-
sent as little as one letter or as much as a whole book. See Shannon and Weaver (1962, es-
pecially pp. 95-117). This is very different from the ordinary use of the term. Luhmann
(1995: 40, 67-69, 140) is inspired by this conception but brings it back into our more or-
dinary use of the term by linking possibilities to meaning. Interestingly, Windrum and Swann
(1999: 3), in their depasture from Metcalfe, also refer to Luhmann with regard to his dis-
tinction between meaningful and useful information and “mere information processing,”
which can involve noisy unwanted messages.
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the claim that the salience or worth of information is a function of its ef -
fects. That is, it can change to varying degrees the state of things (knowl -
edge of, perception of, or approach to something). These effectscan vary
according to their scope (what they bear on—from traffic to urban eco—
nomics) and impact (reverberations across time and space, relating to hows
robust the information is and how many users/uses it is relevantto).

I understand that I have injected ambiguity back directly into the equa -
tion, V = N(I). Information, like utility, is not subject to any straightfcr~
ward metric. However, other networks of users can judge the relanre
worth of the information that circulates on another network with regzic3
to its specific substance (what it bears on) and effect (its scope ancd
impact).36

Separating N from I has the advantage of not assuming that all poten—
tial interconnections yield value in some hypothetical future. It is more
anchored in the immediate past and present of a network in that real in—
formation must have been or is produced and circulated by usersin order
for I to yield value. In addition, N(I) allows for a network to have a rel—
atively large value, while also having a small number of users (N). Thisis
particularly relevant to the first phase of Internet development, when net—
works were small but the information—especially that pertaining to new~
developments in network technology—could be of great worth (where the
network quotient, I/N is > 1 by various magnitudes). Indeed, the prolif—
eration of bounded, specialized networks was prevalentin the early stages
of Internet development, which suggests that it is access to the specific mixc
of a group of users and their information that is of value to outsiders who
might want to interconnect, rather than just the prospect of forminga
bigger N through internetworking.3” Particularly in the early, develop-
mental stages, access to networks such as the U.S.-sponsored A rpanet (as
discussed below) had a unique, high value in that experimentation was
occurring on them producing information that could be applied in the for-
mation of networks elsewhere in the world.

My departure from Metcalfe’s approach does not constitute a repudia-
tion of the theory of network effects as an explanation of how networks
can explode upward in growth. It should be underscored thar there is em-
bedded in N(I) a network effect: as networks interconnect, the rising num-

ber of users and uses (information) means more value to any given user.
In addition, the combined value of two networks surely exceeds the value

36 To a degree the search engine Google does that with its weighing of sites according to
their prestige.

37 Notwithstanding, the model still allows for greater value as N grows. Larger-sized
networks did develop in the initial phases of the Internet, most famously Usenet, a cooper-
ative network known for its many news groups.
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of any one of them alone. I am concerned that the network effects litera-
ture assumes the existence of networks, which either ramp up and gener-
ate positive feedback effects or fail to do so as they remain too small to
achieve expectations among potential joiners that critical mass and thus
take-off will obtain (called the start-up problem—see Economides and
Himmelberg 1995). In the case of the Internet, we need to explain the ini-
tial formation of a network—or more accurately an internetwork. Other
factors besides feedback about other users need to be brought in, such as
the salience of information mentioned above and the proliferation of dis-
crete networks discussed below. The stakes are distinctive for Internet
formation because, as networks interconnect, they are actually building
the (inter)network rather than endorsing a particular technology, stan-
dard, service, or product associated with an existing—albeit emerging—
network of users. In other words, the growth via interconnection that was
critical to the formation of the Internet was essentially a process of in-
vention and basic formation (of the internetworking infrastructure) rather
than a “bringing to market” of an invention. Once the Internet was es-
tablished as a global infrastructure of interconnections, its further devel-
opment—or take-off—might have indeed been driven powerfully by the
logic of network effects, toward the end of period two onward into pe-
riod three.38

The Proliferation of Computer Networks

To explain the formation of the Internet, attention must be shifted away
fromthe endpoint of (inter)network development (a large functioning net-
work) toward the starting point. At that starting point, one finds the for-
mation of discrete computer networks in the United States and Europe.
Network growth went from a handful of operational networks in the
early 1970s to a veritable explosion of networks forming in the tens of
thousands during the 1980s as corporations, universities, research orga-
nizations, governments, and communities of technology enthusiasts set up
networks of various kinds based on diverse technologies.3?

In a context where there is a growing set of discrete networks, inter-
networking becomes that much more useful. Where there are only a few

38 [ suspect but cannot argue persuasively that this is the case. Note that the literature on
the economics of interconnection that builds on the theory of network effects, as illustrated
by Varian’s (1999) formula discussed above, is also limited in application to the later Inter-
net because of the assumption of an extant communication system, the very thing I seek to
explain.

39 The single best way to gain a sense of the scope, operations, history, and purposes of
these networks around the world as of the late 1980s is to look at Quarterman (1990).
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very large networks (e.g., one per country), the salience of internetwork-
ingislower: each large network contains its own built-in value (both users
and information) and follows the logic of network effects. Minitel, the
huge French national network established in 1983, had little incentive to
interconnect to other networks and did not do so until the recent past
when keeping unconnected to the burgeoning Internet was impossible.
Likewise, the longstanding commercial service Compuserve did not in-
terconnect until the Internet reached more mature stages.

But in the total universe of networks, the large networks of this sort
stood out as exceptions. There were notable reasons—some quite obvi-
ous, others less so—why smaller networks proliferated and took form as
discrete, bounded entities that then would interconnect. Since Internet de-
velopment depends so much on interconnection between such networks,
these reasons are worth considering. I will begin with the conditions un-
derlying network proliferation.

Perhaps the most basic and obvious factor was the spread of comput-
ers themselves into modern organizational life, from mainframes initially,
to minicomputers, on to personal computers (PCs). Linking individual
computers is obviously beneficial so that resources can be shared and elec-
tronic communication can occur.*? Readers of this volume, if old enough,
mightrecall dimly the early efforts of their universities to supply first staff
and then students with personal computers, which increasingly were
linked up in local area networks (LANS) to facilitate intracampus com-
munication and then connected to the outside world through networks
like Bitnet. Among the pioneering corporations in networking is General
Motors (Tannenbaum 1989: 36-40), which ambitiously connected its
myriad offices and factories in one large corporate network (something
we take for granted today).#!

A second factor was the sponsorship of computer network research and
system development by states to ensure that their nation had such capa-
bility and could enjoy the benefits of networking inside and outside of
government—or pay the price of being left behind by other states.*? Tak-
ing the lead was the United States with the development of its Arpanet
(Advanced Research Projects Agency) alonginitially modest lines in 1968.
Other such networks (distinct because they involved sending messages
broken down into discrete packets of information) emerged around the
same time in Britain at the National Physical Laboratories {(NPL). France

40 See Nolan (2000) for a portrait of the computerization of U.S. business. A classic from
the time is of course Bell (1973).

41 Gee the chapter by Ernstin this volume for an understanding of the ramifications today
of corporate networking.

42 A classic statement of these concerns in France is Nora and Minc (1980).
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also got in the game, as did Germany and the Scandanavian countries.43
The United States followed its typical pattern and witnessed the estab-
lishment of such a network (Telenet) by a private concern.

Within each country (at the national and subnational levels) and across
Europe (as a regional endeavor of the European Community), networks
were funded and founded. By the mid-1970s the first experiments with
public networks emerged as various countries—through their PTTs—
across the Atlantic from Spain to Canada set up networks that were meant
to be accessible to any user, at a fee of course.

In the private sector, firms—especially Xerox, IBM, AT&T, and Digi-
tal Equipment Corporation—promoted the formation of networks based
on their own proprietary protocols. The protocols for Bitnet, it should be
noted, came out of IBM, which also invested considerably in promoting
Bitnet networks in Europe through the European Academic and Research
Network (EARN) established in 1983. Alltogether, these various network
formations led to a variety of networking protocols and technologies,
which expanded the sense of diversity and proliferation.

Such diversity and proliferation would have been impossible without the
emergence of computer science and network engineering as fields of study,
research, and practice around the industrialized world. This is a third fac-
tor. This provided the requisite expertise and human capital on which the
various sectors forming networks could draw. Obviously, one of the im-
portant payoffs of sponsoring networks—inside and outside of govern-
ment—was the nurturing of such intellectual capital, as the spirit of exper-
imentation and research occurred simultaneously with implementation.

A fourth factor is the existence of a telecommunications infrastruc-
ture—within and across organizational sites—that could be applied to
computer networking (e.g., the leasing of telephone lines for data trans-
fers). Imagine how much more difficult it would have been for organiza-
tions to set up their own networks if they required the initial laying of
lines—locally, nationally, regionally, and globally—that was required
with the development of telephony across the nineteenth and twentieth
centuries. It would likely have happened, but much more slowly, which
would have changed the stakes and patterns of the process of network
proliferation.

These four factors were conditions necessary for the formation of dis-
crete networks. They may explain why computer networks emerged ini-
tially, and why they were heterogeneous in form and purpose. They do
not explain why networking would spread to nonsponsoring or nonex-
perimenting organizations and be maintained by any organization beyond

43 1t should be noted that the Societé Internationale de Telecommunications Aeronau-

tiques (SITA), which provides communications for air carriers worldwide, was developing
an innovative packet switching network.
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the point of initial sponsorship. Why would organizations in the United
States and Europe establish their own networks rather than wait for ac-
cess to some large public data network? Organizations must have an in-
centive to apply or extend the networking experiments and invest in the
building and maintenance of their own discrete networks. In other words,
what needs to be explained is the success and spread of computer net-
working, not just its initial testbed development.

Of course, each organization (research and education, business, and
government, including the military) had its ownindividualized incentives
based on the specific benefits to it of networking. My interest in develop-
ing a simple model is to approach this at a general level. From that angle,
what they all shared was the ability to transfer much of their organiza-
tional life to a discrete, bounded computer network, including basic com-
munications, institutional memory, and working documents. Consider
the U.S. military. Computer networks were seen to be central to command
and control, communications, data collection and processing, weapons
management, logistics, and so on (Norberg and O’Neill 1996: 1-23).
That a network could be bounded was critical, as it allowed for a digital
reflection of an organization (even if that organization was nothing more
than an emerging research network or consortium). Large-scale public
networks do not allow for that, except to the degree that they accorn-
modate boundedness, as is the case today with virtual private net-
works (VPNs) on the Internet.** Referring back to our simple nomencla-
ture, organizations are interested in generating their own network value,
N(I), just as other organizations are interested in that value through
interconnection.

The preference for highly specialized networks sometimes ran headlong
into the preference for more general networks. When the NSF began or-
ganizing its networking efforts in the mid-1980s, there ensued a debate
between those researchers who preferred a “general-purpose network”
and those in physics and chemistry who preferred a network for connec-
tions between supercomputers (Rogers 1998: 219-21).

While the NSF ultimately was able to accommodate both sides inits ef-
forts, it should be noted well that the general network was really an inter-
network connecting the specialized networks of campuses and research
programs. Indeed, internetworking sits right at the tension between spe-
cialization and generality in that internetworks must be general enough to
accommodate the various bounded networks that seek interconnection.

The double-sided coin of network formation—the tendency toward
network differentiation and network interconnection—was a powerful

44 These operate on the Internet sort of as intranets, with access restricted to emplo yees
and invited others.
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dynamic, as more and more networks were created along with more and
more interconnections among them. That research networks were so
prominent early on was of considerable importance to this dynamic. Sci-
ence does not lend itself easily to serious barriers of access between com-
munities of researchers. Scientists are also very good at producing and cir-
culating information in the form of research, data, and commentary (I is
likely to be high in research networks). In contrast, firms have concerns
about proprietary information that are far more constraining than is typ-
ical of the research world. On the other hand, the interest of a firm—as
Ernst’s chapter shows—in linking to other networks (to coordinate pro-
duction or distribution) or expanding their own network (to build mar-
ket share) is obvious. This open/closed duality is manifest in the strong
embrace by firms of both intranets (networks internal to a firm) and ex-
tranets (the links of those networks externally).

Transboundary Interconnections

Success for the Internet was dependent on the patterns associated with lat-
eral networking. Transboundary internetworking—and thus Internet for-
mation—could proceed apace without waiting for the development of na-
tional networks and their interconnection. What was the driver for that
formation? The formula N, (I,) « N, (I,) was introduced above to depict
the value of interconnection between two networks. Lateral internet-
working among discrete, bounded networks produces a great deal of
value, more than large-scale network growth does even with the same
overall increases in users and information—that is, as N and I in a single
large network grow. This certainly is arithmetically true, as long as N, +
N, = Nand I, + I, 21, where N and I are associated with a large net-
work.45 Even if one assumed that Metcalfe’s Law, discussed above, ap-
plied to the single large network (N?2), the value of interconnecting two
separate networks—rather than growing one network—would still be
greater as long as I > 1 and the duplication (self-interaction) is subtracted
out (N2 — N).46

This extra value to interconnection makes substantive sense because
lateral links across networks allow for the interaction of discrete trajec-
tories of information production and circulation, organizational culture,
and the history of interactions and relations among users on each net-
work. While adding users and information to a single network certainly

45 There are many instances where N; + N, < Nand I, + I, < as well.
46 This is on the assumprion—following Metcalfe’s model—that I is not specified as a

value.
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increases value (as both N and I grow), such expansion does net enjoy the
level of benefits that a mix of cultures, knowledge, and interactions across
two or more separate networks enjoys.

Of course, ultimately, subgroups and cultures can emerge in a single,
large network (which some associate with the term “virtual communi-
ties”). However, these groups and subnetworks do not entail gaining ac-
cess to the organizational life that has been transposed to a discrete net-
work to facilitate such activities as sustained research collaboration. This
is especially true when such access means learning about the technologies
of networking being applied, as was the case in the early formation o f the
Internet.

A good example of the special value of interconnection is found verv
early on in the history of computer internetworking. Among the first in-
ternational connections of networks was the one berween the United
States and Britain set up in 1973, specifically to the University College,
London (UCL). This connection opened up access between Arpanet and
emerging British computer research networks. In the words of Peter
Kirstein (1999a: 10, 11), a leading figure in networking since then:

From the outset of the project, we aimed not only to carry out innovarive re-
search, but also to provide network services to UK and US groups who wished
to cooperate. As early as 1975, there was firm collaboration between many
groups in the UK and the US. From the UK viewpoint, the collaborative usage
was one of the primary reasons for . . . support of the UCL infrastructure ac-
tivity. . . . It allowed the British developments to proceed along their own di-
rections, while allowing continued interconnection between the communities
on both sides of the Atlantic. As a result, there was no perceived threat of
transatlantic dominance.

In other words, the two research networks could, via internetworking col-
laboration, develop the value of their own networks and contribute to the
collective body of information on networking technology.

While the specific value of interconnections explains why networks
would pursue them, it does not in itself indicate the conditions and envi-
ronment that make such actions possible. As was the case with the pro-
liferation of computer networks, the growth of transboundary intercon-
nections depended on a number of underlying factors (recognizing, as
argued above, that the proliferation of networks was itself an essental
factor). One basic condition was the relatively minimal restricrions in the

Jlaw and policy of states to the act of interconnecting.#” Restrictions and

constraints did exist: Arpanet could not, in principle, be connected to just

47 See the discussion by Guthrie in this volume of the minimal restrictions in various IT
areas by the Chinese state,
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any network. Access was restricted and did not begin to loosen until the
1980s. It was a Department of Defense program, after all. And while con-
tinental European policymakers allowed interconnection to U.S.—based
networks—and certainly to other European networks—they limited the
latter for fear of the very U.S. dominance that Kirstein (1999a: 11) claims
was not a British problem. Nonetheless, connections abounded and snow-
balled across the 1970s and 1980s. There was a culture of scientific re-
search collaboration, international security cooperation, and transact-
lantic business development in the West, despite a conflict (discussed
below) involving different visions of how computer networking should ul-
timately proceed. Bear in mind that the political context within which the
Internet developed was NATO and the OECD in a time of cold war.

In that context, the U.S. state tolerated or even promoted interconnec-
tions. On the one hand were efforts to experiment with linking sites across
the Atlantic involving research that was directly related to security, such
as the very early connection to Norway where the monitoring of Soviet
nuclear tests was being undertaken (Cerf et al., n.d.).*# On the other hand
were the efforts associated with NSF to facilitate scientific research of all
kinds, but above all on computing. In the words of one 1979 report from
the NSF’s Computer Science and Engineering Advisory Panel that helped
set the terms for NSF’s significant networking promotion efforts in the
1980s: “We recommend that NSF provide to qualified computing re-
searchers easy access to an international computer network. This access
would create a frontier environment which would offer enhanced com-
munication, collaboration, and the sharing of resources among geo-
graphically separated or isolated researchers” (cited in Comer 1983: 748).
NSF-established Csnet (1981), linking computer science departments not
connected to the Arpanet, had by the mid-1980s been developing over a
dozen international interconnections (including Isreal, Switzerland, and
Italy). NSFnet, which started running in the mid-1980s, also took inter-
national linkage serious. In the early 1990s it even started an initiative
(the International Connections Program) to promote them (Goldstein
1995).

All the promotion in the world, however, would have been fruitless
without something of value to connect to. Kirstein (1999b) observes that
one reason the U.S. networks were so attractive to outsiders was that they
were important testbeds for networking developments that could be ap-
plied outside the United States. U.S. networks were incredibly able to pro-
duce information (I) of a high value. It was a potent process: the very ef-

*8 Interestingly, the first instance of computer-like conferencing took place in 1951 in a
NATO attempt to link teletype channels to coordinate response to the Berlin Crisis (Vallee
1982: 117-18).
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fort to develop infrastructure (the experiments and innovations) became
the basis for the global success of the infrastructure. That is, Others want
access to the process of development, which helps ensuire th e success of
the process. As Kirstein (1999b) makes clear, European networ ks were not
given the necessary support to counter this dynamic.’

The flip side of this value production was the question ofthe sheer num-
ber of U.S. networks that were formed. [n figure 1above, itisobvious that
if you have more networks with more backbone reachinglate rally across
borders, you have a greatadvantage in building a global network entered
in that original geographical base. This certainly was an advantage en-
joyed by the United States in the history of internetworking. Thisadvan-
tage was a function of the size and unity (political federation) of the
United States, which made possible both a wide diversity of cliscrete net-
work formation (fragmentation) and a national-level program of network
promotion (integration).

Italso helped thatthe system, the Internet, which emerged ar@und a con-
stellation of interconnections centered initially in the work ot Arpa, was
in many ways made for export. In particular, the addressing system (which
is now called the domain name system) was able to incorporate an ex-
panding number of networks and was relatively decentralized (e.g., indi-
vidual networks can decide who has what subdomains).5? It also helped
that much of the new networking equipment associated with E thernet and
the new, relatively cheap routers from Cisco came with the protocols for
the Internet, TCP/IP, built-in (Gillies and Cailliau 2000: 68-609). As net-
works in Europe and elsewhere were set up, existing ones reconfigured,
and interconnections sought after and made, the available technologies as-
sociated with the Internet were conveniently availableand easily applied.

Aggregation and System Formation

These last two conditions draw attention to the question of how an in-
frastructure system such as the Internet takes form at the macrolevel as
a system, moving squarely into phase two (proliferation) and onward to-
ward phase three (maturation). Historians who think about systems of in-
frastructure, such as Paul David (David and Bunn 1988: 1 66) amd Thomas
Hughes (1983), argue that systems of this sort are not designed de novo
but evolve contingently via the play of politics, technology, accident, and

49 Cf. Mowery and Simcoe (2001: 27).

50 It became a “globally administered address space” (Malamud 1992: 54). Of course,
the space had to be expanded because no one could anticipate the incredible explosion of
network formation (ibid. 57).
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social relations. The evolutionary perspective is consistent with the model
of Internet formation outlined in this chapter, where micro decisions to
connect and factors such as discrete, interim technical choices and the
(U.S.) advantages of size worked in concert to supply an emerging Inter-
net constellation with a discernable form and a momentum of significant
growth. In contrast, the PTT approach involved the design upfront of a
comprehensive system from top—macro-internetwork—to bottom—in-
dividual network (Vallee 1982: 81-84; Gillies and Cailliau 2000: 65).

In and of itself, the manner of system formation does not explain its
success. In addition, it is important not to idealize patterns of develop-
ment: most systems are combinations of design and contingent evolution,
as was the Internet itself (for instance, a considerable amount of design
went into the original Arpanet development, as described by Hafner and
Lyon [1996] and Norberg and O'Neill {1996]). Moreover, evolutionary
systems can fail. What is crucial to the question of success is whether the
ways a system scales up, aggregating myriad local actions and decisions,
lead to a robust structure (that is, a form whose basic contours reproduce
through tme). The logic of aggregation has to be consistent with suc-
cessful but stable growth. Without that stability, the system could morph
into something inconsistent with its original “genetic” code (in the case
of the Internet, that code comprises the logic of the interconnection of net-
works plus the specific character of infrastructure formation).

So far the model has been focused on discrete decisions at the micro
level (network-to-network). The implication has been that the sum of
these decisions produces a set of interconnections that I label the Internet
constellation. However, what needs to be established is what the aggre-
gation of interconnections implies for the pursuit of value that I argue is
the primary driver of Internet success. In other words, does the cumula-
tion of connections feedback to influence the very process of intercon-
nection itself?3!

To arrive at an understanding of aggregation, we need to introduce the
concept of indirect connections. These are connections a network gains
by connecting to a network that is itself connected to other networks. In
the history of interconnection, this was a rather common prospect (e.g.,
the French research network, Aristote, connected to the French Eunet,
Fnet, which in turn was connected to Csnet based in the United States and
thus the Internet constellation [Quarterman 1990: 446]). To the extent

51T am aware of the possibility of falling into a genetic fallacy here (assuming one can
explain the operation of something by the same factors that explain its genesis). However,
1 am training my attention on the end point of genesis, system formation, rather than on the
mature development of the system. I am also interested in what implications system forma-
tion and maturarion (e.g., the World Wide Web) have for the logic of system generation.
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that a network has an array of interconnections associated with it the
value of that network is considerably greater than its own N(I). Let’s say
a given network, N, I,, is connected to three other networks. The value
of that network can be depicted as V = NI, (N,I, + NI, + N, ,).5
Thus, even if the intrinsic value of network, N, I, is limited, the incentive
for any other network to connect to it can be high (based on the indirect
connections it offers). This contributed to the process of Internet forma-
tion for two reasons: the set of possible (indirect) interconnections among
networks mushroomed with each direct connection (direct connections
bring in tow indirect connections); and a layer of incentive to intercon-
nect was added to the system (interconnecting to another network to gain
access to the emerging Internet constellation via indirect connections).5*

Where does stability come in? If an explosive number of networks enter
the constellation, they have the potential of pushing the system away from
its genetic origins: in the Internet’s case, the U.S. network infrastracture
and approach. This did not happen. If anything, the explosive growth re-
inforced the centrality of the U.S. backbones and protocols. The very logic
of interconnection, which originally, as described above, was so consis-
tent with diversity, in the context of aggregation paradoxically reinforces
concentration and stability. It works as follows: once indirect connections
emerge, as the number of interconnections increases, so does the redun-
dancy of interconnections (that is, overlapping interconnections that offer
any given network multiple paths of access to other networks and the en-
tire constellation). Ultimately, the incentive to establish any additional in-
terconnections decreases (you already have connection and can get toa
given network some other, likely indirect, way). This favors the existing
base of interconnections (the constellation) because once you have e ntry
into it, you gain access to many other networks. Since any given network
has finite resources to establish interconnections (limited number of gate-
ways and administrators of those gateways), this decreases the incentive
to connect to any network outside the constellation (or whichmay be part
of some other emergent constellation). So the damper on incentive is two-
fold: lower incentive to connect to non-Internet networks, and lower in-
centive to connect to Internet networks with which you already have an
indirect connection via the constellation.

52 The networks indirectly connected aggregate in this additive—rather than muitiplica-
tive—fashion because the primary reference remains the network directly connected to,
which then interacts with these other networks (no assumptions of interaction can reason-
ably be made about the indirect connections—except that they are connected). The general
equationis V=N, e Y NI,

-2
53 Thiscan be understood to be a “small world” network effecr,
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Proportion of
New Direct Lateral ——
Interconnections

Growth of the Constellation
(Indirect and Direcl Connections)

Figure 2

As a result of this dynamic, as indirect connections (redundant, over-
lapping) expanded (as a percent of total connections in the constellation),
the proportion—relative to all connections—of new direct lateral inter-
connections would slow, level out, or even decrease (fig. 2).54

The incentives to join the Internet constellation were of course rein-
forced by the lower costs and greater efficiency (via bandwidth) of U.S.
infrastructure compared with what Europe could offer (Cukier 1995).
However, I view this as a facilitating factor (permissive variable) like the
efficiency of TCP/IP. That is, what makes efficiency and economy matter
is that it gives you access to what you want: connection to the Internet
constellation (the information and users associated with the networks). If
one did not gain such access, all the lower cost and higher efficiency in
the world would be for naught in that it would not deliver the goods
demanded.5$

54 The upper and lower limits on the number of interconnections (1) ranges from n(n—1)/
2 at the upper limit, which is the total number of interconnections if all networks were di-
rectly connected to one another, down to the lower limit of just 7, where all the networks
areconnected indirectly in a star sweucture through one juncture point {(as though they were
spokes on a wheel). The Internet is a mix of direct and indirect connection structures, with
backbones and exchanges taking on the role of junctures throughout the system. The evi-
dence for this pattern is the growth of large backbones that serve as the aggregative junc-
tures among networks that are thereby connected only indirectly to one another (in this
scheme a network connects to an ISP, which then connects to a backbone). Direct connec-
tions are increasingly something only for backbones (as peers) or ISPs that connect to the
backbones (as customers ofthe backbones). See Gareiss (1999) for a description of how even
smaller ISPs are suffering under this increasing concentration of bandwidth.

55 As the purveyors of an incredible surplus of bandwidth in the late 1990s have learned.
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Conclusion

Little has been said in this chapter about the implications this model and
the analysis holds for current and future developments of the Internet.®
A few points stand out as suggestions of possible future research in this
area,

The formula N(I) is really a halfway house between a wired past and
wireless future. As wireless data networking develops in the twenty-first
century, the notion that a network is comprised of N sets of users may be-
come meaningless, except for the most restricted networks. At any given
time, users will connect to and disconnect from networks on a minute-by-
minute basis not unlike, ironically, television audiences do. [n this envi-
ronment, the value of a network will depend even more on the infor-
mation that flows across it (and which can draw users to it directly). If
one cares, as 1 do, about the quality and nature of information on global
data networks (its scope and effect), then it is critical to begin to pursue
serious questions about the social purposes of such information and
networks.

But there is a serious road block for such pursuit. A system that aggre-
gates up from lateral and flexible interconnections that cumulate leaves
relatively little space for designing social purpose into the system as a
whole. That would require the production of information at the macro
level about the public purposes to which the system is or could be put (that
is, various claims about the state or potential state of the system). Dis-
course in Washington and Brussels and among activist networks on the
broader social purposes of the Internet (e.g., education, economic devel-
opment, distributing resources) did emerge in the early to mid-1990s but
fell away quickly asthe system became commercialized. These discussions
are effectively relegated to the network rather than the internetwork
level.57 To what degree the PTT approach would have opened a space for
system-level social purpose design is a question worth researching. How-
ever, we should note that the very thinness of the Internet system at the
internetwork level was an important factor supporting its success as net-
works interconnected at a minimum cost to their own operations and
identicy (allowing thickness at the network level). The tension between

36 The analysis stops prior to the formation of the World Wide Web and global systern
of addressing that we associate with today’s Internet. To explore in any subsrantial or rig-
orous fashion what today’s Internet formation means for the model of interconnection de-
scribed above would require a whole chapter in its own right. However, we can still draw
out some implications of the analysis for current developments.

57 Activists and some developing countries are trying to revive this discussion at the sys-
tem level. See, for example, www.apc.org.
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the desires for unit-level autonomy and system-level political purpose is
an old one in the history of political thought. I suggest that internet-
working is yet one more terrain within which this tension will shape the
development of human interaction.

This chapter suggests that if purposes are not defined at the system level
(through law and norms), the form and character of the Internet will be
a function of (1) the interaction of the information and purposes of the
networks and organizations that compose it; and (2) the patterns of ag-
gregation that I have argued favor concentration and power via back-
bones and hubs. While the whole (the Internet) may be greater than the
sum of its parts (the networks), the question is, how much greater? When
research, system development, and interpersonal communications were
predominant at the network level, this shaped the culture and substance
of the internetwork. It helped that the NSF had a policy of “acceptable
use” limiting commercial pursuits on the Internet.>® However, once that
negative wall was lifted, the Internet’s form and character could hardly
withstand the impact of the burgeoning number of connecting corporate
networks, since no positive structure of social purpose was in place (i.e.,
no model of what the sacial purposes to which the Internet should be di-
rected). It is naive to call for limits on commercialization unless one has
a serious understanding of how to make the Internet something much
greater than the sum of its parts. For whom? To what end? By whose au-
thority? Based on what information?® The latter is crucial. If informa-
tion shapes what we know about the state of a system, the question is,
who determines which system or subsystem is of concern (a market for
handheld computers or life in a third world city) or what aspect of that
system we are informed about (stock prices or primary education) ?6°

Social science—and IR in particular—has done little to address the
question of how global systems scale up from transboundary interactions.
Even in its traditional terrain—the interstate system—no such theory of
system scale-up exists. How do bilateral relations aggregate into a macro
system? Most analysis takes a system’s existence asan assumption and at-
tempts to explain why and how it operates as it does. One notable ex-
ception is Mattingly’s (1955) study of the Italian city-state system, which
shows how fixed embassies emerged among the states; how some states
like Rome were centers of exchange and connection in emerging networks

58 A well-researched paper on the commercialization process is Kesan and Shah (2001).

59 There are two sides to commercialization: private control and provision of the infra-
structure and of the cantent. For a recent consideration of what is at stake in the lacter, see
Lessig (2001); on the former, see Kesan and Shah (2001).

60 These socts of questions move us toward concerns about the power inherent in shap-
ing the very terms of knowledge and discourse that emerged in the 1960s and 1970s. See,
for example, Lukes (1974).
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among diplomats and agents from various states. With time an inter-
“state” diplomatic communication system emerged across the peninsula.
As the attention of IR moves out beyond the interstate system to study
transboundary infrastructures and networks, it will have to attend tothe
genesis of the objects it studies.
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The Political Economy of Open Source Software
and Why It Matters

STEVEN WEBER

OPEN SOURCE IS an experiment in building a political economy—that is,
a system of sustainable value creation and a set of governance mechanisms
tied to it. It is a system that holds together a community of producers
around a counterintuitive notion of property. I mean property in a broad
sense—not only who owns what, but what it means to “own” something,
what rights and responsibilities property confers. The conventional no-
tion of property is built around variations of a simple claim, the right to
exclude you from using something that “belongs” to me. Property in open
source is configured fundamentally around the right to distribute, not the
right to exclude. (If that sentence feels awkward on first reading, it is a
testimony to just how deeply embedded in our intuitions and institutions
the exclusion view of property really is.) The open source model is also a
political economy that taps into a broad range of human motivations and
relies on a creative and evolving set of organizational structures to coor-
dinate behavior.

What would this political economy really look like? The answer to that
question is still evolving. Understanding what can now be understood and
tracking it forward yields a provocative story about how social organiza-
tion linked to technology can change the meaning of property, and con-
versely, how shifting notions of property can alter the possibilities of so-
cial organization. The way into that huge agenda is to answer two more
immediate questions about open source. How is it that groups of com-
puter programmers (sometimes very large groups) made up of individu-
als separated by geography, corporate boundaries, culture, language, and
other characteristics, and connected mainly via telecommunications band-
width, manage to work together over time and build complex, sophisti-
cated software systems outside the boundaries of a corporate structure
and for no direct monetary compensation? And why does the answer to
that question matter to anyone who is not a computer programmer?

The open source model is partly a story about technology, because the
success of open source rests ultimately on computer code, code that peo-
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prietary software built inside a conventional corporate organization. It is
also a business and legal story. Open source code does not obliterate
profit, capitalism, or the general concept of intellectual property rights.
Companies and individuals are creating intellectual products arad making
money from open source software code, inventing new business models
and notions about property along the way.

Ultimately the success of open source is a political story. The open
source sofcware process is not a chaotic free-for-all where everyone has
equal power and influence. And it is certainly not an idyllic community
of like-minded friends where consensus reigns and agreement is easy. In
fact, conflict is not unusual in this community; it's endemic and in a real
sense inherent to the open source process. The management of conflict is
politics, and indeed there is a political organization at work here, with
the standard accoutrements of power, interests, rules, behavioral norms,
decision-making procedures, and sanctioning mechanisms. But it is not a
political organization that looks familiar to the logic of industrialera po-
litical economy.

The Analytic Problem of Open Source

The concept of “free” software is not new. In the 1960s and 1 970s, the
idea of making source code freely available was standard reseacch prac-
tice. It was mostly taken for granted in leading computer science depart-
ments {such as at MIT and UC Berkeley) and corporate research facilities
(particularly Bell Labs and Xerox PARC). Today, however, the majority
of software production is organized under the economic logic imposed by
a fairly standard intellectual property rights system. Patents, copyrights,
licensing schemes, and other means of “protecting” computer software
ensure that users cannot reverse-engineer, modify orresell code developed
by others. Maintaining control over source code forms the cornerstone of
profitability in this model. Indeed, source codeis probably the most valu-
able asset of a firm like Microsoft.

Open source software is fundamentally different, by definition. “free > —
that is, public and nonproprietary. The Open Source Initiative specifies
that software must share three essential characteristics to be considered
“open source.” Specifically, it must permit the free redistribution of the
software, require that the full source code be distributed with any bi-
naries, and allow anyone to modify and redistribute their own versions
under these same terms.!

1 Mostopen source licenses also require that the software itself be made available to oth-
ers for no more than the cost of distribution. The terms of this definition originated in the
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There exist today several thousand open source “projects,” ranging
from small utilities and device drivers to more robust programs such as
the e-mail transfer program Sendmail, the HTTP Server Apache, and of
course the best known, the operating system Linux. These projects are
driven forward by contributions from many, and in a few cases thousands
of, developers, who work around the world in a seemingly unorganized
fashion and receive neither direct pay nor other compensation for their
contributions. Thwarting the conventional economic logic of collective
action, these collaborative open source projects demonstrate empirically
that large, complex systems of code can be built, maintained, developed,
and extended in nonproprietary settings in which many developers work
in highly parallel, relatively unstructured ways and without direct mone-
tary compensation.

Perhaps because the strength of this movement is so counterintuitive,
there remains tremendous uncertainty about what drives the open source
model. Some observers have thought of the phenomenon in broadly po-
litical or sociological terms, trying to understand the internal logic and
external consequences of a geographically widespread community capa-
ble of producing complex knowledge goods without direct monetary
compensation. In early writings and analyses, mostly done by computer
hackers who are part of one or another open source project (and are often
“true believers”), open source has been characterized variously as:

» A methodology for research and development

+ A new business model (requiring new mechanisms for compensation and
profit)

« The “defining nexus” of a community geared toward the development of
common goods

« A new “production structure” unique to “knowledge economies”

« Even a political philosophy

In part as a result, open source software has suddenly become the repos-
itory of extraordinarily diverse hopes and fears about the social and eco-
nomic consequences of the information revolution. Libertarians see in
open source a tool to emancipate individuals from governmental and cor-
porate tyranny. Proponents of free markets see open source as the ulti-
mate low barrier to entry market where only quality counts. Communi-
tarians visualize a cross-national, cross-ethnic, and cross—just about every
other traditional boundary community that is working together to ad-
vance a shared agenda. Economists see a market in reputation evolving
naturally and almost automatically in a space with massively reduced
transaction costs. The question is, why has open source software taken
on the mantle of the Internet era’s Rohrshach test?

The answer is that open source challenges much of what economists,
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lawyers, and business people believe they know about how intellectual
property rights, production, and value-added together are transformed
iato profit in a modern economy. At a minimum, the arguments and the-
ories that explain why firms exist, why some knowledge is kept private
and sold for a price, why some people earn higher salaries than others,
and why groups of people often find it hard to work together to produce
something that will serve the common good, need to be reinterpreted in
light of the success of open source. Some of these arguments may need to
be substantially rewritten. This chapter takes preliminary steps in that di-
rection. Building an explanation for open source requires a compound ar-
gument capable of reconciling the microfoundations of traditional eco-
nomic logic with the social and political structures that replace standard
notions of “property rights” as the ordering constraints on the organiza-
tion of software production—and possibly other kinds of knowledge
goods as well. The conclusion explores some implications of the success
of the open source model, including its generalizability as an example of
a community that has been empowered, even in a sense created, by the
Internet.

The Economic Foundations—Traditional Approaches
to Open Source

MACROECONOMIC APPROACHES

The starting point for most economic analyses of open source is a stan-
dard collective action type approach.? In this context the economic puz-
zle is straightforward. For well-known reasons, nonexcludable public
goods tend to be underprovided in nonauthoritative social settings. Open
source products such as Linux ought to exist at the worst end of this spec-
trum since they also depend on “collective provision.” Recognizing this,
Mark Smith and Peter Kollock (1999: 230) go so far as to call Linux “the
impossible public good.” While projects like it require contributions from
a large number of developers, each developer has little incentive to con-
tribute—voluntarily—to a good that he or she can partake of unchecked
as a free rider. Simple logic dictates that the system ought to unravel back-
ward, ensuring that no one makes any contributions, and there is no pub-
lic good to begin with.

Previous attempts to grapple with this paradox have focused on re-
defining the structural logic of economic exchange. Rishab Aiyer Ghosh,
for example, introduces the notion of “nonrival” goods in order to cir-
cumvent the “free-rider” trap. Using the image of a cooking pot capable

2 See the summary and intelligent, if sometimes polemical, critique by Moglen (1999).
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of “cloning” all food placed in it, Ghosh suggests that trade in nonrival
goods is not plagued by the free-rider problem, as the supply of these
goods is inexhaustible. His analogy is of course to the digital Internet,
where—once created—software can be downloaded and copied an infi-
nite number of times at essentially zero cost. The individual in this setting
faces a different cost-calculus. As Ghosh (1998: 16) explains, “you never
lose from letting your product free in the cooking pot, as long as you are
compensated for its creation.” As long as even one other person con-
tributes an item of some value, trade becomes utility-enhancing for all ac-
tors in the system. As Ghosh puts it, “if a sufficient number of people put
in free goods, the cooking pot clones them for everyone, so that everyone
gets far more value than was put in.”

The missing piece in this argument is that it does not actually explain
the “trade.” What underlying story accounts for the exchange relation-
ship? Strictly speaking, it is still a narrowly rational act for any single in-
dividual to take from the pot without contributing—and free ride on the
contributions of others. The collective action dilemma remains unsolved.
In its traditional form, after all, the system unravels not because free-
riders use up the stock of the collective good or somehow devalue it, but
because there is no real incentive to contribute to that stock in the first
place. The cooking pot starts—and remains—empty.

A solution to this paradox lies in pushing the concept of nonrivalness
one step further. Software in some circumstances is more than simply non-
rival. Most software, and particularly complex interdependent programs
such as operating systems, actually is subject to positive network exter-
nalities. Whether it is called a network good or an antirival good (an
awkward but nicely descriptive term), the point is that the value of any
software increases as more people download and use it. The traditional
benefits of standardization and network compatibility provide one ex-
planation for why this is so. As more computers in the world run Linux,
for example, it becomes easier for all users of that operating system to
share applications and files (as well as gain knowledge useful in solving
others’ problems).

Perhaps more important, open source software makes an additional
and very important use of network externalities, in altering the develop-
ment process itself. The more individuals actively use a piece of software,
the easier debugging becomes as errors are more quickly found and elim-
inated. Software development also speeds up as the user-base grows. In-
dividuals have more incentive to expend time building plug-ins and cod-
ing new features. In practice, most sofcware development takes place in
precisely this way—people inside of organizations write code to do things
and solve problems that need to be solved within their own organizations.
The open source process essentially leverages this huge untapped energy
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that is usually closeted within organizations, by creating a structured
process where it can be shared in a coordinated fashion across organiza-
tional boundaries.

This is the key point recognized by a high-level Microsoft memoran-
dum of summer 1998. Known as the “Halloween Memo,” this directive
pointed to open source software as a direct threat to Microsoft’s revenues
and to its quasi-monopolistic position in some markets. As the author rec-
ognized, open source software represents a long-term strategic threat te
Microsoft because “the intrinsic parallelism and free idea exchange in
OSS [open source software] has benefits that are not replicable with our
current licensing model.” The point is not that open source software is
simply able to accommodate free riders. Itis actually antirival inthe sense
that the system positively benefits from what are typically thought of as
freeriders in a collective good. Some small percentage of users will pro-
vide something of value to the system, even if it is just reporting a bug out
of frustration, or encouraging greater commercial support for the plat-
form in general.

MICROECONOMIC APPROACHES

The logic outlined above constitutes a piece of a structural explanation
for the success of open source projects. The problem is it provides no ex-
planation for why “core” groups undertake the initial development costs.
It remains unclear why these groups arise, and which projects are likely
to succeed. A closer look at microeconomic incentives helps to address
these questions. Here, Lerner and Tirole in “The Simple Economics of
Open Source” (2000), make what is probably the most forceful argu-
ment.3 They portray individual programmers, regardless of whether they
work in open source or as employees of a proprietary software firm, as
rational actors engaged in straightforward cost-benefit analysis. The im-
mediate benefits to a programmer are private: creating a fix for the spe-
cific problem that the programmer faces or leading to direct monetary
benefit. The primary cost is the opportunity cost of the time and effort
that the programmer expends on the project.

Open source modifies this standard cost-benefit calculus in two signif-
icant ways. First, the “alumni effect™ should lower the cost of working on
open source relative to proprietary code (Lerner and Tirole 2000: 11).
Since Unix syntax and opensource tools are a standard part of most pro-
grammers’ educational training, the costs of simply extending the func-
tionality of these existing tools should be lower than building proprietary

3 This is an important paper that draws usefully on others’ analyses, while recognizing
its own limitations as a “preliminary exploration” that invites further research.
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solutions from scratch. Second, there are “delayed” benefits to develop-
ing open source programs that create a strong “signaling incentive” (ibid.:
15). These benefits accrue to the programmer’s career in ways thatare ul-
timately transformed—or can be transformed—into money. The logic is
as follows: ego gratification for solving difficult programming problems
is important because it stems from peer recognition. Peer recognition is
important because it creates a reputation. And a reputation as a great pro-
grammer is monetizable—in the form of job offers, privileged access to
venture capital, and the like.

The key point in this story is the signaling argument. As is true in many
technical and artistic disciplines, the quality of a programmer’s mind and
work is not easy to judge in standardized and easily comparable metrics.
To be able to assess the talent of a particular programmer takes a rea-
sonable investment of time. The best programmers have a clear incentive
to reduce the energy that it takes for others to see and understand just
how good they are. Hence the importance of signaling. The programmer
participates in an open source project as a strategic act of credentialism—
to demonstrate the quality of his or her work. Reputation within a well-
informed, committed, and self-critical community is one proxy measure
for that quality. Lerner and Tirole argue that the signaling incentive will
be stronger when the performance is visible to the audience; when effort
expended has a high impact on performance; and when performance
yields good information about talent. Open source projects maximize the
incentive along these dimensions, in several ways.

'With open source, a software user can see not only how well a program
performs. He or she can also look to see how clever and elegant is the un-
derlying code—a much more fine-grained measure of the quality of the
programmer. And since no one is forcing anyone to work on any partic-
ular problem in open source, the performance can be assumed to repre-
sent a voluntary act on the part of the programmer, which makes it all
that much more informative about that programmer. The signaling in-
centive should be strongest in settings with sophisticated users, tough
bugs, and an audience that can appreciate effort and artistry, and thus
distinguish between merely good and excellent solutions to problems. As
Lerner and Tirole note, this argument seems consistent with the observa-
tion that open source has developed more quickly in more technical set-
tings like operating systems and not in end-user applications. But it is not
consistent with much of the more granular behavior seen in the open
source community. In fact, reputations built in the open source commu-
nity have not been a prevalent means to career advancement—if reputa-
tion economics is the driving force, it is working for only a few people. A
big reason is that most working code does not get looked at in great de-
tail. If the code fails it gets disassembled, but if it runs and runs well, very
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few people will ever take the time to put it under the micrescope. And
there is little strategic behavior around reputation in the open source com-
munity, as you would expect there to be if monetizable reputatiens were
an important driving force.

Alternate microlevel arguments exist that paint individual incentives as
a product of existing social institutions. One of the moreinterestingis that
proposed by Ko Kuwabara (2000). Kuwabara uses a metaphor of com-
plex adaptive systems and evolutionary change to describe the software
development process. His account boils down to a series of causal steps.
Programmers are motivated by a “reputation game” similar te what
Lerner and Tirole depict. But he argues that the social structure alters in-
dividual incentives, not vice versa. Because online communities live ina
situation of abundance, not scarcity, Kuwabara suggests that they are apt
to develop “gift cultures” where social status depends on what you give
away, rather than what you control.* Expand this into an evolutionary
setting over time, and the community will self-organize a set of ownership
customs along lines that resemble a Lockean regime of property righs.
These ownership customs constitute a sufficient framework for successful
and productive collaboration, even if they do not involve explict legal
control over property.

The gift culture idea is an important hypothesis. Gift economies—
where social status depends more on what you give away than what you
keep—are reasonable adaptations to conditions of abundance. They are
often seen among aboriginal cultures living in mild climates and ecosys-
tems with abundant food, as well as among the extremely wealthy in
modern industrial societies (Raymond 1998: 99). And the culture of gift
economies shares some notable characteristics with that of open source
communities: gifts bind people together, encourage diffuse reciprocity,
and support a concept of property that resembles “stewardship” more
than “ownership” per se. Interestingly, this cultural argument is stcrongly
evident in the writing of Eric S. Raymond, the unoffcial ethnographer of
the open source movement. In his piece “Homesteading the Noosphere”
(1998: 103), Raymond suggests that the gift culture logic works particu-
larly well in sofcware, since the value of the gift (in this case a complex
technical artifact) cannot be easily measured except by other members of
the software community, who have the expertise to evaluate its techno-
logical sophistication. Naturally, therefore, “the success of a giver’s bid
for status is delicately dependent on the critical judgment of peers.”

The culture of open source communities shares some of the character-
istics of a gifteconomy. But there is a key flaw in focusing exclusively cn

4 The “gift culture™ argument is taken principally from Raymond (1998). Sce also Baird
(1997).
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social constraints when attempting to define individual incentives. Doing
this makes it difficult to analyze these incentives in common terms. The
gift-culture hypothesis misses the point about the nature of abundance in
this setting. Of course the physical tools of programming—bandwidth,
disk-space, and processing power—are plentiful and cheap. From a tech-
nological standpoint it is certain that each of these will grow more abun-
dant and less expensive over time. Yet when anyone can have a super-
computer on his or her desk, there is little status associated with that
“property” —the very abundance of computing power should devalue it.
The things that add value in this setting depend on buman mind space and
the commitment of time and intellectual energy by very smart people to a
creative enterprise. It is the time and brainspace of smart, creative people
that is scarce, and probably becoming more scarce as demand for their
talents increases in proportion to the computing power available. Great
programming skills are extremely rare. Nor is a reputation for greatness
typically abundant, because only a certain number of people can really
maintain a reputation for being “great writers” at any given point in
time.S

The Search for New Institutions: Case Studies in Open Source

Macroeconomic approaches do not fully explain the motivations of indi-
vidual programmers. Microlevel arguments about utility functions do not
follow directly from exogenous social structures. A static conception of
property rights has traditionally allowed analysts to bridge this gap.
Under its logic, the level of analysis problem can be sidestepped because
pressures on both levels are expressed in the terms of a common inde-
pendent variable (money).

But because open source development is not structured around a tra-
ditional logic of property rights, bridging the gap between macro- and
microlevel approaches is no longer automatic. A successful explanation
needs to identify the logic of the particular software licenses and other so-
cial constraints that effectively replace standard systems of property rights
as the fundamental ordering principles. This section takes on this task by
examining in greater depth how two open source communities—the Free
Software Foundation and the Linux development community—actually

5 I say this because standards of “greatness™ are themselves endogenous to the quality of
work that is produced in a particular population. If there is a normal distribution of qual-
ity and the bell curve shifts to the right, what would have been thought excellent in the past
is now merely good. The rails of the distribution define excellence in any setting, and they
remain small.

POLITICAL ECONOMY OF OPEN SOURCE 187

work and then drawing general conclusions about the nature of open
source development.6

T he Free Software Foundation

Steven Levy’s book Hackers (1984) gives a compelling account of the im-
pact the growing importance intellectual property rights in software pro-
duction had on the programming community, particularly at MIT. With
the unbundling of software from hardware in the mid-1970s, many of the
best programmers at MIT were hired away into lucrative positions in
spinoff software firms. Simultaneously, MIT began to demand that its em-
ployees sign nondisclosure agreements in order to use universit y comput-
ing facilities. The newest mainframes, such asthe VAX or the 68 020, came
with operating systems that did not distribute source code—in fact re-
searchers had to sign nondisclosure agreements simply to get an exe-
cutable copy.

MIT researcher Richard Stallman led the backlash. Driven by moral fer-
vor as well as simple frustration at not being able easily to modify soft-
ware for his particular needs (such as fixing a printer driver), S tallman in
1984 founded a project to revive the “hacker ethic” by creating a com-
plete set of “free software” utilities and programming tools.” Called the
Free Software Foundation (FSF), this project aimed to develop and dis-
tribute software under what he called the General Public Licenise (GPL),
also known in a clever word-play as “copyleft.”

The central idea of GPL s to prevent cooperatively developed software
or any part of that software from being turned into proprietary software.
Users are permitted to run the program, copy the program, modify the
program through its source code, and distribute modified versions to oth-
ers. What they may not do is add restrictions of their own. This is the
“viral clause” of GPL—it compels anyone releasing software that incor-
porates copylefted code to use the GPL in their new release. The Free Soft-
ware Foundation says: “You must cause any work that you distribute or
publish, that in whole or in part contains or is derived from the Program
[any program covered by this license] or any part thereof, to be licensed
as a whole at no charge to all third parties under the terms of this li-

6 These two examples attract a great deal of public attention but are by mo means the
only imporrant examples; my forthcoming book examines these and others im much more
detail.

7 In Stallman’s view, “the sharing of recipes is as old as cooking,” but proprietary soft-
ware meant “that the first step in using a computer was a promise not to help your neigh-
bor.” He saw this as “dividing the public and keeping users helpless.” See Stallman (1999:
54). For a fuller statement, see http://www.gnu.org/philosophy/why-free.komnl -
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cense.”8 In practice, then, GPLed software can be used and modified
freely, with the key restriction that the user cannot restrict the freedom of
others to do what they want to do with the software.

Staliman and the Free Software Foundation have created some of the
most widely used pieces of UNIX software, including the text editor
EMACS, the GCC compiler, and the GDB debugger. As these popular pro-
grams were adapted to run on almost every version of UNIX, their avail-
ability and efficiency helped to cement UNIX as the operating system of
choice for “free software” advocates. But the FSF’s success was in some
sense self-limiting. Partly this is because of the moral fervor underlying
Stallman’s approach—not all programmers found his strident libertarian
attitude to be practical or helpful. Partly it was a marketing problem.
“Free software” turned out to be an unfortunate label, despite FSF’s ve-
hement attempts to convey the message that free was about freedom, not
price—as in the slogan “think free speech, not free beer.”

But there was also a deeper problem in the all-encompassing nature
of the GPL and particularly its “viral” clause. Stallman’s moral stance
against proprietary software clashed with the utilitarian view of many
programmers, who wanted to use pieces of proprietary code along with
free code when it made sense to do that, simply because the proprietary
code was technically good and useful for a task. The GPL did not permit
this kind of flexibility (or made it difficult to achieve, requiring a vague
distinction between static and dynamic linking of code) and thus posed
inconvenient constraints to developers looking for pragmatic solutions to
problems.

The Linux Operating System

The history of Linux provides more insight into this phenomenon. Linus
Torvalds, in 1990 a computer science student at University of Helsinki,
strongly preferred the technical approach of UNIX-style operating sys-
tems over the DOS system commercialized by Microsoft.? But Torvalds
did not like waiting on long lines for access to a limited number of uni-
versity machines that ran UNIX for student use. And it simply wasn’t
practical to run a commercial version of UNIX on a personal computer—
the software was too expensive and also much too demanding for the lim-
ited PCs of the time.

8 Free Software Foundation (1991). Emphasis added. There are several different modifi-
cations to these specific provisions, but the general principle is clear.

9 «Task-switching” is one major difference between the two systems that was of interest
to Torvalds. UNIX allows the computer to switch between multiple processes running
simultaneously.
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In late 1990 Torvalds came across Minix, a simplified UNIX clone that
was being used for teaching purposes at Vrije University in Amsterdam.
Minix ran on PCs, and the source code was available. Torvalds installesl
this system on his IBM AT, a machine with a 386 processor and 4 mega-
bytes of memory, and went to work building the kernel of a UNIX-like
operating system with Minix as the scaffolding. In autumn 1991 Torvalds
let go of the Minix scaffold and released the source code for the kernelof
his new operating system, which he called Linux, onto an Internet news-
group, along with the following note:

I’'m working on a free version of a Minix look-alike for AT-386 compurers.
It has finally reached the stage where it’seven usable (though it may not be, de-
pending on what you want), and I am willing to put out the sources for wider
distribution. . . . This is a program for hackers by a hacker. I’ve enjoyed deing
it, and somebody might enjoylooking at it and even modifying it for their own
needs. It is still small enough to understand, use and modify, and I’m looking
forward to any comments you might have. I'm also interested in hearing from
anybody who has written any of the utilities/library functions for Minix. If your
efforts are freely distributable (under copyright or even public domain) I'd like
to hear from you so I can add them to the system. {Torvalds 19990D)

The response was extraordinary (and, according to Torvalds, mostly
unexpected). By the end of the year, nearly one hundred people worldwide
had joined the Linux newsgroup. Through 1992 and 1993 the commu-
nity grew slowly. New users downloaded it, played with it, tested itin var-
ious settings, and attempted to extend and refine it. Flaws surfaced in the
form of bugs and security holes, while new features were continually
added. Users submitted reports of problems they found, or proposed a fix
and sent a patch on to Torvalds. Gradually, the process iterated and scaled
up to a degree that just about everyone, including its ardent proponens,
found startling. In 1994 Torvalds finally released the first official version
of Linux (versio 1.0). The pace of development accelerated, with updates
to the system being released on a weekly, or sometimes even daily, basis;
today the operating system consists of more than three million lines of
code.

This rapid growth is attributable to an extremely lacge and geographi-
cally far-flung community. Indeed, the credits file for the original release
names contributors from at least thirty-one different countries. In both
the Free Software Foundation and Linux circles, as in most open source
communities, there exist a large number of moderately committed indi-
viduals who contribute relatively modest amounts of work and partici-
pate irregularly, as well as a smaller but much more highly committed
group that forms an informal core. A July 2000 survey of the opensource
community identified approximately twelve thousand developers work -
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ing on open source projects. Although the survey recognizes difficulties
with measurement, it reports that the top 10 percent of the developers are
credited with about 72 percent of the code—Iloosely parallel to the apoc-
ryphal “80/20 rule” (where 80 percent of the work is done by 20 percent
of the people).1% Linux user/developers come from all walks of life: hob-
byists, people who use Linux or related software tools in their work, and
committed “hackers”—some with full-time jobs, and some without.

In both cases, the logic behind the process is both functional and be-
havioral. Development occurred largely through a game of trial-and-error
by people embedded in the culture of a self-aware community. Over time,
observers and participants (particularly Eric Raymond) analyzed the
emergent process and tried to characterize (inductively for the most part)
the key features that made the process work. Drawing largely on Ray-
mond’s analysis as well as my own set of interviews, I propose seven key
features common to development in successful open source projects.

1. People pick important problems and make them interesting. Open source
user-developers tend to work on projects that they judge to be important, sig-
nificant additions to software. There is also a premium for what in the com-
puter science vernacular is called “cool,” which roughly means creating a new
and exciting function, or doing something in an newly elegant way. There seems
to be an important and somewhat delicate balance around how much and what
kind of work is done up-front by the project leader(s). User-developers look for
signals that any particular project will actually generate a significant product,
not turn out to be an evolutionary dead end, but also contain interesting chal-
lenges along the way.

2. Developers look for solutions to their own most pressing problems. Ray-
mond emphasizes that since there is no formal division of labor imposed on the
process, open source developers are free to pick and choose exactly what it is
tbey want to work on. This means that they will tend to focus on an immedi-
ate and tangible problem (the “itch that needs to be scratched”)—a problem
that they themselves want to solve. The Cisco enterprise printing system (an
older open source style-project) evolved directly out of an immediate prob-
lem—system administrators at Cisco were spending an inordinate amount of
time (in some cases half their time) workingon printing problems.!! Torvalds
(and others as well) sometimes put out a form of request, as in “isn’t there some-
body out there who would wantto work on *X’ or try to fix ‘y’ problem?”) The

10 Ghosh and Prakash (2000). Specifically regarding Linux, as of spring 2000, there were
approximately 90,000 registered Linux users, a large proportion of whom have pro-
grammed at lcast some minor applications or bug fixes, as well as a core of over 300 cen-
tral developers who have made major and substantial contributions to the kernel. See
htrp:/fwww.linux.org/info/index.html.

11 hrep://ceps.sourceforge.net/index.shtml.
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underlying notion is that in a large community, someone will find any particu-
lar problem of this sort to be an itch they actually do want to scratch.

3. Reuse whatever you can. Open source user-developers are alway s search-
ing for efficiencies: put simply, because they are not paid directly for conuibu-
tions, there is a strong incentive never to reinvent the wheel. An important ad-
ditional point is that there is less pressure on them to do so. This is simply
because in the open source environment they know with certainty that they wrill
always have access to the source code and thus do not need to re-create a ny
tools or modules that are already available in open source.

4, Usea parallel process to solve problems. If there is an important problem
in the project, a significant bug, or a feature that has become widely desirezd,
many different people or perhaps teams of people will be working on it—in
many different places, at the same time. They will likely produce a number of
different potential solutions. It is then possible for Linuxto incorporate thebest
solution and refine it further.

[s this inefficient and wasteful? That depends. The relative ¢fficiency of mas-
sively parallel problem solving depends on lots of parameters, mast of which
cannot be measured in a realistic fashion. Evolution is messy, and this process
recapitulates much of what happens in an evolutionary setting. What is clear- is
that the stark alternative—a nearly omniscient authoriry that can predict what
route is the most promising to take toward a solution, without actually travel-
ing some distance down at least some of those routes—is not a realistic coan-
terfactual for complex software systems (and many other complex knowl:dge
goods).

5. Leverage numbers. The Linux process relies on a kind of law of lar-ge
numbers to generate and identify software bugs, and then to fix them. Software
testing is a messy process. Even a moderately complex program has a furc-
tionally infinite number of paths through the code. Only some tiny propo:rion
of these paths will be generated by any particular user or testing program. As
Paul Vixie (1999: 98) puts it, “the essence of field testing is lack of rigor” {exa-
phasis added). The key is to generate patterns of use—the real world experi-
ences of real users—that are inherently unpredictable by developers. In the
Linux process, a huge group of users constitutes what isessentially an ongoing
huge group of beta testers.

Ecic Raymond (1999: 41) says, “Given enough eyeballs, all bugs are shal-
low. Implied in this often-quoted aphorism is a prior point: given enough csre-
balls and hands doing different things with a piece of software, more bugs will
appear, and that is a good thing, because a bug must appear and be character-
ized before it can be fixed. Torvalds reflects on his experience over time that rhe
person who runs into and characterizes a particular bug and the person who
later fixes it are usually not the same person—an observational piece ofe vi-
dence for the efficacy of a parallel debugging process.

6. Write code that others can understand and document it well. In a suffi-
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ciently complex program, even open source code may not necessarily be trans-
parent in terms of precisely what the writer was trying to achieve and why. The
Linux process depends upon making these intentions and meanings clear, so
that future user-developers understand (without having to reverse-engineer)
what functions a particular piece of code plays in the larger scheme of things.
Documentation is a time-consuming and sometimes boring process. But it is
considered essential in any scientific research enterprise, in part because replic-
ability is a key criterion.

7. “Release early, release often.” User-developers need to see and work with
iterations of software code in order to leverage their debugging potential. Com-
mercial software developers understand just as well as do open source devel-
opers that users are often the best testers, so the principle of release early re-
lease often makes sense in that setting as well. The countervailing force in the
commercial setting are expectations: customers who are paying a great deal of
money for software may not like buggy beta releases and may like even less the
process of updating or installing new releases on a frequent basis.

Open source user-developers have a very different set of expectations. In this
setting, bugs are more an opportunity and less a nuisance. Working with new
releases is more an experiment and less a burden.!? The result is that open
source projects typically have a feedback and update cycle that is an order of
magnitude faster than commercial projects. In the early days of Linux, there
were often new releases of the kernel on a weekly basis—and sometimes even
daily.

Building the Open Source Economic Logic

The open source process is precisely that—a process of production. The
software it generates, useful and elegant as it may be in some cases, is ul-
timately a technical artifact that is an outcome of the production process.
The obvious analogy is to the MIT study of lean production in auto man-
ufacturing, The Machine That Changed the World. The point is that the
machine that changed the world was not a Toyota or any other kind of
machine. It was a way of making things. And because its logic was es-
sentially generic, the argument was that it would soon extend beyond Toy-
ota, beyond the auto industry, and beyond Japan.

To understand the open source logic of production, this section exam-
ines how open source communities grapple with two fundamental prob-
lems in this setting: how to solve coordination problems and how to man-

12 Linux kernel releases are typically divided into “stable” and “developmental” paths.
This gives users a clear choice: download a stable release that is more reliable, or a devel-
opmental release where new features and functionality are being introduced and tested.
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age complexity. On a less abstract level, this touches on a series of issues
that range from who has the right to make decisions about the develop-
ment of code, to who gets credited for what work, and how conflicts are
resolved when they arise.

Coordination Problems

Authority within a firm and the price mechanism across firrns are stao-
dard ways to coordinate specialized knowledge in a conventi onal sy stem
of property rights. Neither exists in an open source community, where
legal ownership is extremely fluid. A simple analogy from ecology sug-
gests what might happen over time as modifications accumula re along dif-
ferent branching chains of software. Speciation—or what computer sci-
entists call code-forking—seems likely. Lacking any constrain ts of formal
ownership or copyright, and given the explicit freedom to imodify soft-
ware code in any way that a user finds desirable, the software should be
expected to evolve into incompatible versions, and synergies in develop-
ment should be lost over time. This of course is very much whathappened
to UNIX in the 1980s.13 And if ego is a primary determinant of incli vid-
ual behavior, this coordination problem is made even more a cute. X hen
egos get damaged, why don’t the owners of those egas walk avvay from—
or even worse, try to undermine—the collective project?

The explanation is not exclusively cultural/structural. Macroecon omic
incentives connected to positive network externalities are part of the an-
swer. If developers think of themselves as trading innovation for others’
innovation, they will want to do their trading in the most liq uid ma rket
possible.14 Forking would only reduce the size and thus the liquidity of
the market. Viewing software as an “antirival” good creates a similar dy-
namic: the more open a project is and the larger the existing <omm unity
of developers, the less tendency there will be to fork. This is because the
potential forker faces a difficult problem: it becornes very h ard for the
renegade to credibly claim that he or she could accumulate a more tal-
ented and effective base of developers than already exists in the main code
base. Operating with diminished resources, this forked development com-
munity could also never promise credibly to match the rate of innovation
taking place in the primary code base. It could not use, test, and debug
software as quickly. And as a result it could not provide as zttractive a
payoff in reputation to its developers, even if reputation were sharecl out

13 The next section explores this history in more derail.

14 There i no trade in a formal economic sense, since anyone can withdraw resources
from the common pool without being compelled to create anything of value and/or donate
to the pool.
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more evenly within the forked community.!’ This is why “strategic fork-
ing,” in contrast to the expectations of the Lerner and Tirole argument,
makes little sense. And it is probably why there are no prominent exam-
ples of this behavior in the historical record of the community.

Cultural and social norms do play a key role in influencing how these
macro and microeconomic pressures play out.1¢ A prevalent norm assigns
decision-making authority within the community. The key element of this
norm is that authority follows and derives from responsibility. The more
an individual contributes to a project and takes responsibility for pieces
of software, the more decision-making authority that individual is granted
by the community. In the case of Linux, Torvalds typically validates the
grant of authority to “lieutenants” by consulting closely with them on an
ongoing basis, particularly when it comes to key decisions on how sub-
systems are to work together in the software package.

While relatively high levels of trust may reduce the amount of conflict
in the system, complicated and informal arrangements of this kind are cer-
tain to generate disagreements. There is an additional, auxiliary norm that
gets called into play: seniority rules. As Raymond (1998: 127) explains:
“If two contributors or groups of contributors have a dispute, and the dis-
pute cannot be resolved objectively, and neither owns the territory of the
dispute, the side that has put the most work into the project as a whole . . .
wins.”17

But what does it mean to resolve a dispute “objectively”? The notion
of objectivity draws on its own, deeper normative base. The open source
developer community shares a general conception of technical rationality.
Like all technical rationalities, this one exists inside a cultural frame. The
cultural frame is based on shared experience in UNIX programming.
UNIX was born in the notion of compatibility between platforms, ease of
networking, and positive network effects.18 UNIX programmers have a
set of common standards for what is “good code” and what is not-so-

15 Clearly there are parameters within which this argument is true. Outside of those pa-
tameters it could be false. It would be possible to construct a simple model to capture the
logic, but it is hard to know—other than by observing the behavior of developers in the open
source community—how to attach values to those parameters.

16 Robert C. Ellickson (1991: 270) provides a compelling argument about the falsifia-
bility of normative explanations.

17 One interesting additional piece of evidence for these norms is what has happened
when the two norms pointed in different directions. Raymond (1998: 128} recalls one such
fight of this kind and says “it was ugly, painful, protracted, only resolved when all parries
became exhausted enough . . . I devoutly hope I am never anywhere near anything of the
kind again”.

18 Indeed, UNIX was developed in part to replace ITS (incompatible time sharing sys-
tem). The idea in 1969 was that hardware and compiler technology were getting good
enough that it would now be possible to write portable software—to create a common soft-
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good code (Gancarz 1995). These standards draw on pragmatism and ex-
perience—the UNIX “philosophy” is a philosophy of what works and
what has been shown to work in practical settings over time. From a
macro perspective, this is at least as important as the technical “alumni
effect” that Lerner and Tirole emphasize on the microeconomic side.

The Open Source Initiative codified this cultural frame by establishing
a clear priority for pragmatic technical excellence over ideology or zeal-
otry (more characteristic of the Free Software Foundation). A cultural
frame based in engineering principles (not anticommercial ideology) and
focused on high reliability and high performance products gained much
wider traction within the developer community. It also underscored the
rationality of technical decisions driven at least in part by the need tosus-
tain successful collaboration—hence legitimating concerns about “main-
tainability” of code, “cleanness” of interfaces, and clear and distinct mod-
ularity (Tuomi 2000). The mastery of technical rationality in this setting
is made clear in the creed that developers say they rely on— “let the code
decide.”

Leadership matters in setting a focal point and maintaining coordina-
tion on it. Torvalds started the Linux process by providing a core piece o f
code. This was the original focal point. It functioned that way because—
simplistic and imperfect as it was—it established a plausible promise of
creativity and productivity: that it could develop into something elegant
and useful. The code contained interesting challenges and programming
puzzles to be solved. Together, these characteristics attracted developers
who, by investing time and effort on this project, placed a smart bet that
their contributions would be efficacious and that there would eventually
be a valuable outcome.

In the longer term, leadership matters by reinforcing the cultural norms.
Torvalds does, in fact, have many characteristics of a charismatic leader
in the Weberian sense. Importantly, he provides a convincing example of
how to manage the potential for ego-driven conflicts among very smart
developers. Torvalds (1998) downplays his own importance in the story
of Linux: while he acknowledges that his decision to release the code was
an important one, he does not claim to have planned the whole thing or
to have foreseen the significance of what he was doing or what would hap-
pen: “Theact of making Linux freely available wasn’t some agonizing de-
cision that I took from thinking long and hard on it; it was a natural de-
cision within the community that I felt I wanted to be a part of.”

When it comes to reputation and fame, Torvalds is not shy and does
not deny his status in any way. But he does make a compell ing case that
he was not motivated by fame and reputation—these are things that sim-
ply came his way as a result of doing what he believed in.}* He continues

19 The documented history, particularly the archived email lists, supports Torvalds on
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to emphasize the fun and opportunities for self-expression in the context
of “the feeling of belonging to a group that does something interesting”
as his principle motivation. And he continues to invest huge effort in
maintaining his reputation as a fair, capable, and thoughtful manager. It
is striking how much effort Torvalds puts into justifying to the commu-
nity his decisions about Linux and documenting the reasons for deci-
sions—in the language of technical rationality that is currency for this
community. Would a different leader with a more imperious actitude who
took advantage of his or her status to make decisions by fiat have under-
mined the Linux community? Many in the community believe so (or be-
lieve that developers would exit and create a new community along more
favorable lines).2 The logic of the argument to this point supports that
belief.

There do exist sanctioning mechanisms to support the nexus of incen-
tives, cultural norms, and leadership roles that maintain coordination. In
principle, the GPL and other licenses could be enforced through legal
remedies (this of course may lurk and constrain behavior even if it is not
invoked). In practice, precisely how enforceable in the courts some aspects
of these licenses are remains unclear (McGowan 2003; Merges 1997:
115-36). The sanctioning mechanisms that are visibly practiced within
the open source community are two: “flaming” and “shunning” (Ray-
mond 1998: 129). Flaming is “public” condemnation (usually over e-mail
lists) of people who violate norms. “Flamefests” can be quite fierce in lan-
guage and intensity but tend ultimately to be self-limiting.2?

Shunning is the more functionally important sanction. To shun some-
one—refusing to cooperate with them after they have broken a norm—
cuts them off from the benefits that the community offers. It is not the
same as excludability: someone who is shunned can still use Linux. But
that person will suffer substantial reputational costs. They will find it hard
to gain cooperation from others. They will have to incorporate on an on-
going basis their own work into a code base that they are no longer con-
tributing to in an active way. The threat essentially is to be left on your
own to solve problems, while the community can and does draw on its
collective experience and knowledge to do the same. This is clearly a
strong disincentive to strategic forking, for example, but it also constrains
other, less egregious forms of counternormative behavior (such as ag-
gressive ego self-promotion).

20 Examples of this process are in my forthcoming book.
21 The intensity seems to be self-limiting, in part because developers understand very well
tbe old adage about sticks and stones vs. words.
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Problems of Complexity

To design robust, complex software is a formidable task. lesting. dchug:
ging, and maintaining code is generally even harder. As thys is  rask that
needs be divided, the standard industrial response to increasing complex:
ity has been to organize labor within a centralized, hierarchical struc-
ture—namely, that of a firm. The firm then manages complexity threuagh
formal organization and explicit decisional authority.22

Certainly with complex knowledge goods in particular, this is a very
imperfect solution. In The Mythical Man-Month (1975), a classic snady
of the social and industrial organization of programming, Frederick
Brooks noted that when large organizations add staff resources to a soft-
ware project that is behind schedule, the project typically falls even fur-
ther behind schedule. He explained this with an argument that is now
known colloquially as Brooks’ Law. As you raise the number of pro-
grammers on a project, work performed scales linearly (bya factor n), bur
complexity, communication costs, and vulnerability to etror scales geo-
metrically by a factor of # squared. This (following Becker and Murphy
1992) inheres in the logic of the division of labor for complex knowleclge
goods. In software the practical manifestation is simple: the number of
potential communications paths and interfaces between developers (j ust
as between the pieces of code they write) increases exponentiaily as the
number of developers increases linearly. How does the open soarce
process manage the implications of this “law” among a geographica lly
dispersed community that is not subject to hierarchical command a nd
control?

Eric Raymond (1999: 30) draws a useful but too stark contrast between
“cathedrals” and “bazaars” as icons of organizational structure. Cathe-
drals are designed from the top down, built by coordinated tzams w ho
are tasked by and answer to a central authority. Open source projects
seem to confound this hierarchical model. Linux appears, at least on fi rst
glance, to be much more like a “great babbling bazaar of different agen-
das and approaches.” But there has evolved in Linux a clear hierarchy of
decision-making authority, where a decision pyramid leads from the clis-
persed developer base up through trusted lieutenants who have a uthor ity
over particular parts of the code, and ultimately to Linus Torvalds, whose
decisions are in a sense “final.” This hierarchy was put in place in them id-
1990s, precisely in response to the growth of the project beyond the point
where Torvalds could realistically manage the complexity on his own.

22 Of course organization theorists know that a lot of management goes onin the inter-
stices of this structure, but the structure is still there to make it possible.
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Programmers explain this with the sly phrase, “Linus doesn’t scale.” In
practice, a great deal of his authority is now devolved down rungs of the
hierarchy and decisions made at those levels in effect bear his imprimatur.
There is more hierarchical authority here than the popular image of a
bazaar captures, although it is remains authority that rests on something
other than corporate command and control or the power of money.

The Linux decision-making system is just one example of pragmatic,
experimental adaptations to this problem. In fact, open source commu-
nities manage complexity in diverse ways. Consider the case of the Berke-
ley Software Distribution (BSD) model.23 In BSD, typically, a relatively
small committed team of developers writes code. Users may modify the
source code for their own purposes, but the development team does not
generally take “check-ins” from the public users, and there is no regular-
ized process for doing that. Apache, in contrast, takes in contributions
from a wider swathe of developers who rely on a decision-making com-
mittee that is constituted according to formal rules, a de facto constitu-
tion. The Perl scripting language relies on a “rotating dictatorship” where
control of the core software is passed from one member to another inside
an inner circle of key developers.

These cases differ from Linux, where the public or general user base can
and does propose check-ins, modifications, bug fixes, new features, and
so on. There is no formal distinction between users and developers on
Linux archive sites. There are essentially no institutional barriers to entry
to the debugging and development process. This is true in part because of
a common debugging methodology and in part because when a user in-
stalls Linux, the debugging/developing environment comes with it (along
with the source code, of course). Some users engage in “impulsive de-
bugging” —fixing a little problem (shallow bug) that they encounter in
daily use; while others make debugging and developing Linux a hobby or
vocation. The key to managing the level of complexity within the soft-
ware itself, is modular design. A major tenet of the UNIX philosophy,
passed down to Linux, is to keep programs small and unifunctional (“do
one thing simply and well”). A small program will have far fewer features
than a large one, but small programs are easy to understand, are easy to
maintain, consume fewer hardware system resources, and—most impor-
tantly—can be combined with other small programs to enable more com-
plex functionalities.

The technical term for this development strategy is “source code mod-
ularization.” A large program works by calling on relatively small and
self-contained modules. Good design and engineering is about limiting
the interdependencies and interactions between modules. Programmers

23 There are now several BSD projects, which I discuss in detail in my forthcoming book.
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working on one module know two things: that the output of their mod-
ule must communicate successfully with other modules, and that (ideally)
they can make changes in their own module to debug it or improve its
functionality without requiring changes in other modules, as long as they
get the communication interfaces right.

This reduces the complexity of the system overall because it limits the
reverberations that might spread out from a code change. Obviously, it is
a powerful way to facilitate working in parallel on many different parts
of the software at once, since a programmer can control the development
of a specific module of code without creating problems for other pro-
grammers working on other modules. It is notable that one of the major
improvements in Linux release 2.0 was moving from a monolithic kernel
to one made up on independently loadable modules. The advantage, ac-
cording to Torvalds (1999b: 108), was that “programmers could work on
different modules without risk of interference . . . managing people and
managing code led to the same design decision. To keep the number of
people working on Linux coordinated, we needed something like kernel
modules.”

Torvalds’ implicit point is simple: these engineering principles are
important because they reduce organizational demands on the social/
political structure. In no case, however, are those demands reduced to
zero. This is simply another way of saying that libertarian and self-
organization accounts of open source software are frankly naive. The for-
mal organization of authority is quite structured for larger open source
projects. Torvalds, as noted, sits atop a decision pyramid as a de facto
benevolent dictator. Apache is governed by a committee.

How Do They Resolve Conflicts?

Anyone who has dabbled in the software community recognizes that a
large number of very smart, highly motivated, self-confident, and deeply
committed developers trying to work together creates an explosive mix.
Conlflict is common, even customary in a sense. It is not the lack of conflict
in the open source process but rather the successful management of sub-
stantial conflict that needs to be explained—conflict that is sometimes
highly personal and emotional as well as intellectual and organizational.24

Eric Raymond (1998: 79-137) observes that conflicts center for the

24 Indeed, this has been true from the earliest days of Linux. See, for example, the e-mail
debate between Linus Torvalds and Andrew Tanenbaum (1992: 221-51). Torvalds opens
the discussion by telling Tanenbaum, “You lose,” “linux still beats the pants off minix in al-
most all areas,” “your job is being a professor and a researcher: That’s one hell of a good
excuse for some of the brain-damages of minix.”
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most part on three kinds of issues: who makes the final decision if there
is a disagreement about a piece of code; who gets credited for precisely
what contributions to the software; and who can credibly and appropri-
ately choose to fork the code. Similar issues of course arise when software
development is organized in a corporate setting. Standard theories of the
firm explain various ways in which potential conflicts are settled or at least
managed by formal authoritative organizations.2’

The open source community prefers to settle major conflicts through a
“battle to consensus.” Programmers devote an extraordinary amount of
time and energy to this process, trying to convince each other that there
are firm technical grounds for preferring one solution or development
path to another. It doesn’t always succeed—in part because the technical
criteria often are not definitive, and in part because personalities get in the
way. At that point, leadership takes on a much more important role in
conflict resolution. Of course it is a style of leadership that has to justify
itself and its decisions to skeptical, independent-minded followers who
are free to break away if they so choose.

Linux, in its earliest days, was run unilaterally by Linus Torvalds. Tor-
vald’s decisions were essentially authoritative. As the program and the
community of developers grew, Torvalds delegated responsibility for sub-
systems and components to other developers, who are known as “lieu-
tenants.” Some of the lieutenants onward-delegate to “area™ owners who
have smaller regions of responsibility. The organic result is what looks and
functions very much like a hierarchical organization where decision mak-
ing follows fairly structured lines of communication. Torvalds sits atop
the hierarchy as a benevolent dictator with final responsibility for man-
aging conlflicts that cannot be resolved at lower levels.

Torvald’s authority rests on a complicated mix. History is a part of
this—as the originator of Linux, Torvalds has a presumptive claim to
leadership that is deeply respected by others. Charisma in the Weberian
sense is also important. It is notably limited in the sense that Torvalds goes
to great lengths to document and justify his decisions about controversial
matters. He makes admissions that he was wrong. It is a kind of charisma
that has to be continuously re-created through consistent patterns of be-
havior. Linux developers will also say that Torvald’s authority rests on its
“evolutionary success.” The fact is, the “system™ that has grown up under
his leadership worked to produce a first-class outcome, and this in itself
is a strong incentive not to fix what is clearly not broken.

Ultimately, decisions to accept Torvalds’ authority can be traced back
to definable incentives—but the incentives themselves depend heavily on
the social structure created by the GPL license and by the constructed au-

25 McGowan (2003) provides a good summary discussion.
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thority of the leader. Conflict is expected; indeed it is normativel y sarnc-
tioned. When an argument ends, as it is also expected to de at some poiri,
the loser has essentially three options. He or she can accept the decisicn
andmove on, drop her involvement in the project, or ferk rhe code,

If the decision is to drop out of the project, the opportunity te accrue
reputation and affect future decisions about the evolution ef the project
is lost. The community may lose the involvement of a particular i ndivi «-
ual, but not more than that (if it is an important individual, obviously t he
leader has strong incentives to try to heal the wound). The central deci-
sion between the other alternatives, to accept the decision or to fork the
code, depends in some final sense upon the calculations that | discussed
under the subheading “Coordination Problems” above. The open sour ce
development process builds momentum as it grows. The larger and nore
open a project, the higher the threshold for a rational decision to fock the
code. The network externalities in the technology have essentally Lien
implanted into the social structure that surrounds it.

Conclusion: Some General Lessons about Political Economy
on the Net

Ultimately the intriguing question about open source is how this distinc-
tive process of knowledge production and coordination impacts other
realms of the twenty-first-century political economy. The key concepts—
user—driven innovation that takes place in a parallel distributed seting,
distinct forms and mechanisms of cooperative behavior regulated by
norms and governance structures, and the economic logic of “antirival”
goods—are generic enough to suggest that software is nottheonly place
where experiments with open source—style systems could flourish. To ger
to some of the more general implications, there are two myths that first
need to be discarded.

The first myth, a surprisingly common conception in the general media,
sees open source basically as amusement for enthusiasts; a game of ef-
fortless fun among like-minded hobbyists. Some people like to write code:
give them a neutral and high bandwidth pipe to communicate and they
will get together with other people who feel the same and write code to-
gether. Imagine a simple analogy: if all the model train enthusiasts in the
world could join their tracks together through the Internet, they would
surely build a train set just as elaborate as Linux. Nobody has totell them
how to do this, and surely nobody has to pay them; it’s a labor of love.
And since everyone basically feels the same way, there is really nothing te
argue about.

The macro part of this story is either unarticulated or naively wrong.
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Like-minded or not, participants in the open source process argue more
or less continuously, and about both technical and organizational issues.
These arguments are often intense and emotional. Conflict is not unusual;
it’s endemic and in a real sense inherent to the open source process. If open
source software were simply the collective creation of like-minded indi-
viduals who cooperate easily because they are bound together by semire-
ligious beliefs, there would be little disagreement in the process and little
need for conflict resolution among developers.26

The micro part of thisstory then shades off into assumptions about al-
truism. If there is no real mechanism for conflict resolution, then the “hob-
byists” must not only be acting for personal satisfaction. They would have
to be acting in an explicitly prosocial way, and doing things that others
want for the sake of the act itself. This would be altruism. To act selflessly
in this setting would be to writeand contribute code for no apparent com-
pensation of any sort, other than the personal gratification that comes
from doing something that helps someone else.

But the evidence confounds any straightforward version of this argu-
ment. If altruism were the primary driving force behind open source soft-
ware, no one would care very much about who was credited for particu-
lar contributions. It wouldn’t matter who was able to license what code
under what conditions.?? Certainly people help each other in open source
for the sake of helping—as elsewhere in human life, one of the ways peo-
ple express their values and identities is in the act of providing help.
Richard Stallman’s original manifesto likened the act of sharing code to
neighbors helping each other to put out a fire. But neighbors know each
other; they live next to each other over time; a fire next door to my house
threatens my house directly; and I have reason to expect reciprocity from
my neighbor at some time in the future. The geographically distributed
and relative anonymity of the Internet makes altruism a dicier proposi-
tion. There is in fact important evidence against the prevalence of altru-
istic behavior on the Internet, even in settings (such as Peer to Peer net-
working) where there are zero or very small possible costs to making
contributions (Adar and Huberman 2000).

There is another, essentially pragmatic reason to steer clear of altruism
as a principal explanation. This has more to with the current discourse in
particular segments of social science, where altruism is a highly loaded
term. For better or for worse, arguments about altruism invoke an intel-
lectual apparatus that places altruistic behavior in opposition to self-

26 For example, see “After the Microsoft Verdict” in The Economist (2000).

27 Popular media often portray the open source community in this light but fail to ac-
count for the fact that many “beneficiaries” of this altruism (apart from the developers them-
selves) are major corporations that use Linux software.
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interest. This can quickly become an unproductive discussion, where peo-
ple argue about whether or when it makes sense to redefine self-interest
so that it can accommodate a desire to do something solely for someone
else. In other words, should individual utility functions include a term for
the welfare of another? These are important issues, but they don’t need to
settled or even really engaged for the purpose of understanding open
source. By sidestepping this particular aspect of the debate, we can focus
more cleanly and directly on what mix of individual motivations are at
play, including (but clearly not limited to) a desire to do something that
increases the utility or benefit to others.

The second myth goes under the heading “self-organization,” a phrase
that has become trendy in both popular and scholarly studies of Internet
communities. In the context of political community I don’t like this term
and the reasoning it sometimes represents, for two reasons. The first rea-
son is that self-organization is used too often as a placeholder for aa un-
determined or underspecified mechanism. When used this way, self-
organization becomes a euphemism for “I don’t really understand the
mechanism that holds the system together.” Better-specified notions of
self-organization build on the proposition that order arises endogenously
out of the local interactions among individuals. Here self-organization
simply is being used in contrast to overarching authority or governance—
a useful comparison. But that does not relieve the obligation to explain
bow those local interactions actually add up to ‘global’ order. They do not
always do so. We know from simple observation that not all groups of
programmers “self-organize” into open source communities—Microsoft
programmers certainly don’t—and in fact open source communities still
represent the exception rather than the rule. Neither the low transaction
costs of a network nor the so-called law of large numbers can solve this
problem by itself. There is something more than just the motivations and
interactions of individuals, something else in the social structure that is
autonomous and needs to be uncovered on its own terms to understand
open source.

The second and probably more important reason I shy away from the
heading “self-organization” has to do with normative peculiarities of the
discourse that it prompts. Self-organization often evokes the cheerful feel-
ing of a “state of nature” narrative, a story about the way things would
naturally evolve if the “meddling” hands of corporations and lawyersand
governments and bureaucracies would just stay away. Of course those
non-self-organized organizations have their own narratives, which por-
tray the state of nature as a chaotic mess. But the whole premise is faulty.
To pose two state of nature narratives against each other creates a battle
of assumptions, a tournament of null hypotheses, which is not produc-
tive. The underlying presumption—that there is in fact a state of nature
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without human agency—is even more damning to the discourse when we
are talking about something like software code or knowledge production
more generally. The coexistence of very different production processes
and community structures in software simply illustrates the general point
that there is no state of nature on the Internet. Knowledge does not want
to be “free” (or for that matter, owned) more than it wants to be anything
else—instead, it is people and institutions that want knowledge and the
property rights around it to be structured in a particular way (Brand
1995). There is a simple but profound practical agenda here: we are going
to be creating lots of new things in this technological space, and we can
organize the creation of those things however we want.

This is social constructivism at its core, pitting different social con-
structivist narratives against each other (instead of against an imaginary
state of nature). And this represents an opportunity since a technologi-
cally created space like the Internet makes power easier, not harder, to vi-
sualize. Lawrence Lessig’s (2000) gloomy perspective notwithstanding, I
believe that “code” is in factmore transparent than lots of other “archi-
tectural” features that shape traditional political spaces. Put simply, the
implications of what we build for power relations are easier to analyze
when it rests in software code, than when it is buried in layers of tradi-
tion, language, historical practices, and culture. We don’t really need a
Michel Foucault for the Internet in the same way as we needed him for
other social settings because the architecture of the Internet is ultimately
more visible. To hide behind the notion of self-organization short circuits
that very important discussion.

So what then are generalizable principles of organization in open
source? The answer to this question is embedded in a fundamentally dif-
ferent notion of property rights with which the open source movement is
experimenting. The core notion of property in a modern market econ-
omy is the right to exclude, according to terms that are specified by the
owner2® (In some formulations of international relations and economic
“history,” the sovereign state’s core function is to secure those rights,
and the medieval-to-modern transformation rests on that move) (Ruggie
1993; North 1990). Open source simply inverts this foundational notion
of property rights, so that ownership now becomes the right to distribute,
not exclude, and to do so with the only significant constraint being that
the owner cannot constrain the freedom of others to do as they wish
with the product. This has enabled a production process that is analogous
to the end-to-end architecture of the Internet. It builds a technological and
social commons that drives participation to it and appears to generate a
level of distributed innovation that at least on the face of evidence from

28 For more complicated versions of this idea, see Ostrom (1990).
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market share can be more rapid and more efficient than inmrovation that
is incentivized within traditional proprietary software firms.

This is not a unique phenomenon. Similar conceptions of property
rights characterize other important parts of human life. Moclern religious
traditions are increasingly “owned” in the same way. Consi derthe ques-
tion, what does a rabbi own? Clearly a rabbi doesn’t own a tradition in
the sense that he or she can exclude you from taking a piece of it and re-
combining it with pieces of other traditions, religious or <therwise, in
ways that suit your own purposes. In practice people now modify, cus-
tomize, recombine, and redistribute religious traditions in m uchthe same
way as they do open source software. This obviously changes the basis of
the rabbi’s power and leadership role in the community. L_ike Torvalds
with Linux, leadership is certainly charismatic but it is als 0 powerfully
contingent on constant demonstrations of competence and judgment. If
power is at least partly a story about assymetrical interdependence, then
it is notable that leaders in these kinds of communities are at least as de-
pendent on followers as the other way around.

Similar questions arise in the realm of copyright and the wrays in which
it is being reconfigured for the digital era. Leave aside property funda-
mentalists who believe that the right to exclude is a moral co nsequence of
having created something. Copyright thenis simply a social Ibargain made
on familiar pragmatic grounds: legislate some excludability i n order to in-
centivize people to create but as little excludability as necessary because
it inefficiently limits distribution once the digital (and thus infinitely re-
distributable) good has been “made.” Until recently the deba tesabout the
terms of the bargain really were debates on the margins. Now technology
has placed the fundamental terms of the bargain up for grabs. Napster (as
a business model, not a technology per se) was built on a completely dif-
ferent set of assumptions about incentivizing creativity withh money and
facilitating distribution. The courts cut off that experimerit before the
assumptions could be fully tested. There will be other experiments. The
open source movement is one, and it is ultimately a much bigger experi-
ment in the same kind of logic. The critical point is that the core as-
sumptions behind the copyright bargain could be shown to be faulty in
some very central facets of human creative and productive processes. If
that happens, then the underlying notions of property righ ts could shift
dramatically simply because there is very little to anchor thhem in place,
except utilitarian calculations about what works.

A shift in property rights transforms some of the founda tional princi-
ples of communities and cooperative relationships. Consider, forexample,
the mainstream literature on international regimes, which conceptualized
international institutions principally as means to reduce transactions costs
so that international relations could in some settings get closer to a
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Coase-style equilibrium. (Ironically, the first generation of business liter-
ature about e-commerce and so on has followed a similar trajectory.) But
of course low transaction costs are only one ingredient in the Coase the-
orem. The other is secure property rights. My argument here simply is that
shifcing foundations of property rights can and will likely destabilize the
“Coasian” foundations of existing cooperative arrangements, and possi-
bly in more radical waysthan do changing transaction costs. It seems that
the transition to a new set of “stable” property rights regimes (if that tran-
sition is ever really complete in a meaningful sense) would be the tricki-
est part to navigate—at least according to Coase. And it seems likely to
me that we will be living through such a transition for at least the next
decade.

Think then about some plausible consequences for international orga-
nization as one example of what this may mean in practice.2? For much
of the twentieth century, international organizations (IOs) could claim a
special normative status because of their pluralist nature. By including
representatives from all or nearly all states, and sometimes on a (nomi-
nally) equal basis, the policies that IOs promoted and the “truths” or bod-
ies of “consensual knowledge” that they espoused acquired a distinctive
legitimacy. The challenge for IOs is that the distinctiveness is going away.
Pluralism at many different levels is being enabled and powered by the
revolution in communications technologies, and more fundamentally by
the alternative conceptions of property they engender, that is reducing the
marginal cost of adding one more voice toward an asymptote of zero. In-
ternational politics of course is not heading toward one big pluralist so-
ciety where anyone can be part of any organization or community. But
the default position is, indeed, changing—as the active choice becomes a
matter of whom to exclude rather than whom to include. As more inclu-
sive and pluralist organizations grow up in the space of international pol-
itics and economics, IOs themselves will come to look less special, and the
legitimacy they have drawn from that special status will dissipate.

The same driving forces are chipping away at rational/legal authority
manifested in large multifunctional bureaucracies, in a way that Max
Weber might well have appreciated. It is difficult to see reinforcement of
the bases of support for large bureaucracies as a way of organizing eco-
nomic life in the future. Increasingly, a parallel phenomenon finds its way
into political life as well. I think it is easy (particularly after the dot com
bust, which ultimately was a financial market event, not a technological
or social event) to underestimate the broad importance of organizational
models that have created in the last fifteen years a massive technological
revolution that now is on the verge of becoming a way-of-life revolution

29 Some of these ideas I have drawn from a previous argument. See Weber (2000).
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as well. Open source is just one example. Bureaucratic organizations did
not achieve this. Flexible networks (often but not always fed by venture
capital channels) did (Saxenian 1994).

The success of network organizing principles in economic settings is
starting to work its way more deeply and broadly into other aspects of so-
cial and political life as well. Open source demonstrates tkevavay in which
it is possible for an increasingly large number of actors, soth public and
private, to enter the contest for control over the channelsby which tech-
nical expertise (or claims of expertise) flow. Consider as another indica-
tor of this trend new demands on, and ambitions by, corpora tionsas well
as NGOs to be political actors in a primary and self-consciov1s sense. The
struggle for legitimacy in global politics is at least in parta story about
who or what will be seen to solve problems. Large multinational firms
understand this point well. Nike is now repositioning itself, quite delib-
erately, as a human rights organization. Royal Dutch Shell proposes to
become an environmental organization; Monsanto, a gl obal foodand nu-
trition organization. Mutual funds with “green” or “social juastice” crite-
ria for investments now control around 10 percent of mana ged funds in
America.

I think about this ongoing process as a kind of disaggrega tion of legit-
imacy. And I think this disaggregation and spreading of clai rns on legiti-
macy around to a variety of unexpected and unlikely actors is setto con-
tinue. This works to the disadvantage of traditional 10s. The United
Nations in particular and the World Bank as well have been trying to
reach out to nongovernmental organizations and other norstate actors
over the past decade, to reaggregate under their own roofs someof the le-
gitimacy that has leaked outside. But the structures, ideologies, and his-
torical legacies of IOs are mostly a burden rather than an asser in that
process. Legitimacy can stay disaggregated for a very long tinne. The com-
munity that builds Linux is as “real” as is Microsoft or any other propri-
etary software company. When they meet within markets, di fferent orga-
nizational forms often misunderstand how to deal with eacha other.

Markets and battlefields are similar in that way, as the ewvents of Sep-
tember 11,2001, make clear. To conceptualize war as a barg aining prob-
lem between two discrete and similarly structured actors (the main dif-
ferences were theic respective power and preferences) was an analytic
convenience for international relations scholarship atthe end of the twen-
tieth century, but it assumed far too much. The deeper difference lies in
how organizations are structured and how that complicates setting the
terms of their interaction.

This problem I refer to in shorthand as the problem of interface between
networks and hierarchies. When he was secretary of state in the Nixon
administration, Henry Kissinger famously asked, “When | call ‘Europe’
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who answers the phone?” Behind this glib comment lies a profound the-
oretical issue and a very practical set of questions for governments, cor-
porations, and other organizations. What Kissinger really was asking is
this: How does a hierarchically structured government (the United States)
deal effectively (communicate with, cooperate with, or compete with) a
powerful institution thatis quite differently structured? Take this one step
of generalization further and the question becomes, what are the dynam-
ics of a relationship between a hierarchy and a network? For several years
now the United States has been fighting an undeclared war against ter-
rorist organizations al-Qaeda and others. Now we have de facto declared
war on them. But the declaration of war is a social convention that has
grown up between national governments. One state can declare war on
another and the other can declare war back. Each makes demands on each
other; their ambassadors meet; they try to negotiate an end to violence;
they bargain and fight and then sign a treaty. It is a gruesome repertoire,
but both sides understand how the game is played and what their roles
are going to be in that game.

Now in the wake of September 11 a national government, perhaps the
largest and most hierarcbical national government on the planet, declares
war on a network. That network certainly has committed an act that we
call war against the United States. But it makes no explicit demands on
us. In fact it does not even announce itself as the attacker. How do you
bargain with an enemy that hides and doesn’t tell you what it wants? It is
a comforting fiction that Osama Bin-Laden is the equivalent of a presi-
dent or a king, but it is only a fiction. Loosely coupled, cell-like structures
act sometimes in coordination and sometimes not. They have a life cycle
measured in scores of years because they do not depend on the leadership
of one person or a conventional structure of succession.

Networks really are different in profound ways. The hard part is man-
aging the interface, where the network and the hierarchy meet—whether
that be in a cooperative relationship, a competitive relationship, or—in
the case at hand after September 11—an explicitly hostile and conflictual
relationship. The U.S. government is going to have to figure out this prob-
lem as it goes along. Social scientists may have much to learn from ob-
serving, and from comparing this problem to what we know in other
realms. In fact, some of the practical business implications of this seem-
ingly simple question about networks and hierarchies have been front and
center for the open source community—as is evidence that there are no
clear answers. In 2001 Microsoft essentially declared war on open source
software. Now remember that (for better or for worse) Microsoft is one
of the most profoundly successful organizations on the planet when it
comes to strategy. It has an extraordinarily well-honed system for man-
aging its relationships with other corporations (too successful by some ac-
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counts). It is just as expert and nearly as successful in maoaging its rela-
tionships with governments—in many ways, the business equivalent of
U.S. hegemony.

But Microsoft has absolutely no idea how to manage a relationship,
even an intensely hostile one, with the open source software community.
You can’t buy it; you can’t drive it out of business; you can’t “hire away”
the talent; and you can’t really tie it up in the courts. The glib version of
this point would be to say, “When Microsoft calls Linux (even to issue
threats, for example) who answers the phone?” In fact the question makes
no sense; it presupposes a structural configuration of an organizacion that
is not true of many networks and certainly not of the Linux community.
Microsoft could easily buy Red Hat or drive it out of business in some
other way if it wanted to. This would be the equivalent of the U.S. occu-
pying Afghanistan. It complicates the life of the network but by no means
undermines it.

Of course relationships between networks and hierarchies are not nec-
essarily hostile. Just as Microsoft is trying to figure out the dynamics of
conflict with the open source community, IBM has made a major com-
mitment to cooperation with that community. Royal Dutch/Shell (in the
context of the Brent Spar affair) tried determinedly to manage a conflict-
ual relationship with Greenpeace; just as determinedly, Shell is now try-
ing to develop cooperative relationships with networked NGOs.

The general point is simply this. One of the key government policy and
business strategy questions for the next decade is, how do hierarchically
structured organizations (like large governments or corporations) develop
and manage their relationships with network organizations? Put differ-
ently, there exists no strategy template for how to understand the inter-
face and build relationships between hierarchies and networks. People
and organizations are figuring this out as they go along, through trial and
error. And the problem is not going away anytime soon. Institutional so-
ciologists particularly have developed a powerful body of theory about
isomorphism, detailing some of the pressures driving organizations that
are connected to each other in highly dense relationships to change so that
they look more like each other structurally (Dimaggio and Powell 1991).
This body of theory will likely prove itself quite useful in the longer term.
But in the medium term isomorphic pressures are just that—pressures, not
outcomes. It is important to get away from the fiction that national gov-
ernments and big companies are all going to become networked organi-
zations in the foreseeable future. They won’t. And terrorist crganizations
are not soon going to become hierarchical structures with clear lines of
command, ambassadors, and physical capitals. The reality is more com-
plicated: both will coexist and have to find ways to relate to each other.

I am certain that some of the most interesting processes in international
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politics and business over the next decade are going to take place at the
interface between hierarchies and networks, rather than solely within ei-
ther one. And if I am correct in my claim that the open source process rep-
resents a distinctive form of political economy, then the places where the
“open source economy” meets the “traditional,” “proprietary” economy
will be places of great creativity and interest from the perspective of so-
cial, organizational, and economic thought.
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Designing Information Resources for
Transboundary Conflict Early Warning Networks

HAYWARD R. ALKER

THIs CHAPTER REVIEWS and reflects on design considerations related ic»
the development of partly computerized information resources intendecll
to be useful for early warners of impending, potentially violent, inter—
group conflicts.! The early warners in question—most typically those ss—
sociated with the London-based Nongovernmental Organizations NGOs)
International Alert (IA) and the Forum on Early Warning and Early F:—
sponse (FEWER)—were, and are, committed to tcansboundary coopera—
tion in the prevention, or amelioration, of violent intergroup conflicts. Te»
this end, the design and prototype development of a set of informatiorm
systems was undertaken by the Conflict Early Warning Systerns (CEW5»
research project? of the International Social Science Council, a Pzni—
headquartered confederation of global, regional, and national secial sci—
ence associations and agencies. From its inception, CEWS’s job was seerm
as developing small, networkable, extensible information systems thae
could be helpful for partly decentralized, modestly resourced networks o ¥

11 wish to thank Kunar Rupesinghe, Lincoln Bloomfield, Elise Boulding, Kart Deutsch_,
Ernst Haas, Dwain Mefford, Marvin Minsky, Thomas Schmalberger, Herbert Simon, ancil
Stephen Toulmin for their especially important contributions to my understanding of this
topic, without holding them in any way responsible for what | have chosen here to say. The
editors of this volume, Robert Latham and Saskia Sassen, bave also had a matenal impec:
of the improvement of my text.

2 The work in question—covering a time period from 1992 through 2000, and repore
on in Alker, Gure, and Rupesinghe, eds. (2001)—was principally funded by the Carnegie=
Corporation of New York, in grants to the School of Internacional Relations, incuding i=
Center for International Studies, at the University of Southern Califormia (USC). The author—
of the present chapter was the principal investigator of several Carnegic grams and ce—
principal investigator of a related grant from the Annenberg Cenrer for Communrcationsae:
USC. Throughout its formal existence (December 1992-May 1999}, the CEWS project was
coordinated by Alker, with Kumar Rupesinghe as his co-coordinator. Formuch of this ppe—
riod, Rupesinghe was secretary-general of 1A and/or chair of the FEWER supervisory con—
mittee. For more details, see the preface and the first two chapters of Alker, Gur, and Ru—
pesinghe (2001).
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future early warners in regional and/or global collective security organi-
zations and related NGOs, such as IA or FEWER.

CEWS was a novel, practically oriented attempt to merge organiza-
tional information processing research paradigms with newer, network-
oriented information technologies. In that merger, it turns out that his-
torically and hermeneutically oriented philosophies of inquiry associated
with thinkers such as Jiirgen Habermas have important resonances with
the practical concerns of information systems designers working in com-
putational traditions familiar to followers and reformulators of the work
of Herbert Simon.

Such resonances can potentially shield against the tendency to apply
early warning capacities to automated systems that reinforce “closed
worlds” politics (Edwards 1996). That is, the CEWS project could be
viewed as computationally linked, open systems design research seeking
to enhance the conflict-relevant, historical information-handling capacity
of human-centered complex adaptive systems, and to mitigate the closed
world tendencies of North American automated early warning systems
deployed in advanced domains of military surveillance, ballistic missile
“shields,” and “smart weaponry.”

Also at stake in this chapter—and central to the concerns of this vol-
ume—is the question of how knowledge networks can be designed that
are inherently dynamic, interactive, and potentially transformative. One
way to do so, as I will show, is to create knowledge spaces for rewritable
and contestable interpretations and histories of conflicts.

I will begin with a brief sketch of the historical and intellectual context
out of which CEWS emerged as a viable pilot project.? This will be fol-
lowed by an exploration of the heuristic logics that guided the design
process, a consideration of the conceptual underpinnings of open system
design, and an examination of the relevance of historical and hermeneu-
tical philosophies. Finally, I will review how the pilot was carried out and
then conclude with an assessment of its outcomes.

The Contradictory Context of Recent International Conflict
Management/Resolution Practices

Soon after the end of the cold war, Secretary General Boutros-Ghali at-
tempted to reinvigorate the UN collective security system by offering an

3 This discussion briefly reviews, from my own individual perspective, contacts with var-
ious governmental and nongovernmental conflict management and specialists in the UN-
and U.S.-related arenas, as well as the more scholarly discussion of epistemological and par-
adigm differences in ibid., chap. 1.
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ambitious Agenda for Peace (Boutros-Ghali 1992). He called for in-
creased attention to a variety of threats to the domestic and international
security and integrity of the UN’s member states. Not bloclked by inces-
sant cold war vetoes, Security Council decisions in the post—cold war pe-
riod have often been able to launch useful and influential UN presences
in troubled situations. UN “peace-building” and “state-building” mis-
sions have increased. But problems remain: Western, liberal states have
ideological premises underlying much of what they propose or prefer as
well. Those states identifying their worldviews with religious or non-
Western civilizational identities are reluctant to concede to incremental,
skeptical, secular, practical, or scientific rationality an autonomous basis
for cross-civilizational truths. Parochial loyalties are strong everywhere.
And levels of economic development, nationhood, and statehood differ
widely. At best, pragmatic compromises or common-sense responses to
particularly acute security disasters have held sway, creating a consider-
able, but unevenly legitimated, repertoire of potentially usable precedents
and lessons concerning future conflict involvements.

Moreover, there is the power-related tension between an interdepen-
dent, globalizing world, conceived in supranational collective security or
unipolar hegemonic terms, and the core logic of what has been called the
Westphalian international system of legally equal, sovereign states. In an
era of increasing globalization, “sovereign” states are very unequally di-
vided. In the security realm, the most obvious division is between those
with a Security Council veto and those without one. Amongthe veto pow-
ers, the United States now exercises a special role, given its su perior, glob-
ally applicable, militarized, information-shaped, force projection tech-
nologies, its soft power, and its unparalleled logistic support capabilities.
Both old and new states are being challenged by resurgent ethnic and re-
ligious identities; the European practice of affiliating conflicted local loy-
alties to a supranational community formation process has inspired many
but not yet found many effective imitators.

At play here is the fundamental question of the basic units of world so-
ciety: are they peoples, nations, states, or civilizations? If the UN Charter
refers fundamentally to “the peoples” of the United Nations, almost all
of its legitimated actions depend on the will of states. Yet the post-cold
war world has been awash in conflicts between ethnic minor ities and the
states they reside in. Transnational actors and internationally supported
ethnic and religious movements and forces rely on global connections for
financial and media support. Many of them challenge the Weberian con-
cept of modern statehood’s association with the monopoly of legitimate
coercion. Conflict prevention, management, and transformation practices
are unequally associated with these often contradictory ways of seeing the
world and attempting to handle its about-to-be violent conflicts. The UN
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Charter specifically prohibits interference in the “domestic affairs” of
states; but in a period where almost all violent intergroup conflicts can be
described as “internal,” that legal standard is being constantly rewritten
and interpreted differently.*

With the possible exception of some high-tech military personnel,
among seasoned practitioners of conflict management and prevention,
skepticism concerning “quantitative” or “scientific” research approaches
and their so-called imputations of causality is rampant. The statistical
studies of many international relations scholars of war and peace have
long been seen by conflict management or resolution practitioners to be
just too abstract, too quantitative, too general, too ahistorical and de-
contextualized, too dehumanized to be of great relevance to their urgent,
specific concerns. One heard this view often during the 1980s and early
1990s in conversations with bureaucrats or NGO personnel educated in
traditional disciplines like history and law, especially in those from less
developed countries, whose professional teachers were traditionally edu-
cated as well. It was almost as if the “traditional-modern” dimension of
the last five centuries of world historical development—with its different
priorities concerning different kinds of rationality’>—was being replayed
in their minds; at least that is what the unreflective scientist might think.
Among academics, the related, 1960°s debate between “scientific” and
“classical” approaches to international relations (see my relevant review
in the final chapter of Alker 1996) was endlessly being replayed as well.

In this context, conflict management research programs, like Ernst
Haas’s (1968, 1993) exceptional series of empirical studies of UN-related
collective security regimes, fit more closely with the aspirations of UN sec-
retary generals working within the limits of the Veto Powers’ support,
which s so essential for their incumbency and a legal order placing a high
priority on noninterference in the domestic affairs of sovereign nation-
states. They make good sense to believers in the complex interdependence
of the late cold war world.® And they are realistic about the difficulties of

4 Alker, Gurr and Rupesinghe (2001: 7) ask rhetorically: “What . .. has happened to
Kant’s [Enlightenment-motivated, anticipated future] world of war-weary republics?” They
cite three data sources from the 1990s, arguing that “Less than 3, 4, or 10 percent of such
[intergroup] violence is described as now being of the ‘conventional’ interstate variety.”

5 See Toulmin (1990) and Hodgson (1993) for different, but related, versions ofthe trans-
formations associated with the culturally dominant forms of rationality in the modern
period.

6 Keohane and Nye (1975, 2000) have suggested this influential ideal type of interna-
tional relations as a contrast with political realism’s map of the world. Complex interde-
pendence is characterized by multiple channels of interstate communication, nonunitary
governments and transnational actors connecting societies, multi-issue agendas without
clear hierarchies among them, and the unlikelihood of the use of military force in such
relationships.
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genuine conflict resolution when the agents of conflict intecvention are
foreign ones, often tempted to intervene in intrastate conflicts for thei r
own partisan purposes. Lessening the frequency and level of violence,or
limiting the spread o fa conflict within a particular region, involving enly
a limited number of states, are worthy goals from this ameliorative, con -
flict management perspective.

By way of contrast, peace researchers interested in conflict transt orma -
tion (Rupesinghe {1995) are more revolutionary in wanting to get to the
bottom of conflicts, wherever they may be. In seeking conflict ransfer-
mations, which may not be permanent conlflict resolutions, they often see
a vital role for nongovernmental actors. Especially in weak states, NGO s
can sometimes intervene in domestic affairs in ways that would be very
difficult for intergovernmental organizations (IGOs) to do.” Often their
guiding vision sees transnational NGOs as members of a possibly emerg-
ing, significantly more peaceful, post-Westphalian, global civil society~.
Conflict early warning research could be said to evidence all three relaied
orientations: a concern of status quo great powers anticipating threatsto
their world's continued existence and status (traditional international re-
lations), the aspirations of reformers within or outside existing interna -
tional institutions oriented toward the amelioration of violent conflices
(the Haas approach), and a focus on key capability enhancements lead-
ing eventually to the transformation of international systems from “the
state of war,” to the condition of integration, defined in terms of the ex-
pectation of peaceful changes and dispute settlements among nations,
states, and peoples (peace research).

Designing a Cross-paradigm Early Warning Information
System Prototype

As possibilities for change emerged as the cold war wound down, Inter-
national Alert and later FEWER developed regionally oriented early
warning teams to monitor and call attention to developments in ongoing
conflict situations.® From its inception, CEWS’s job was seen as develop-

7 This aspect of what might be called “extended complex interdependence” is werth
thinking more about theoretically in a world of weak, penetrated, or “failed” states, now
seen by many in the United States, at least, as potential havens for globally oriented
terrorists.

8 International Alert’s involvement in several years of the Sierra Leone situation became
one of several comparable cases discussed by S. N. Anderlini, E. Garcia, and K. Rupesinglae
in (Alker, Gurr, and Rupesinghe (2001: chap. 8}). Information on three of FEWER’s onga-
ing projects in Africa and the former Soviet Union was available at http://www.fewer.org in
early 2002.



220 HAYWARD R. ALKER

ing potentially portable information resources that could be helpful for
decentralized networks of future early warners in such organizations.
Based on the realization that a research team of academics could of course
not have access to the confidential and strategically important informa-
tion that practitioners need and sometimes bave,” and that there would
be lots of organizational information systems that were not of direct
scholarly interest, the CEWS strategy was a narrowly focused one: to de-
velop a way of encoding shareable information about previous conflicts
that would be practically helpful vis-a-vis potential turning points of new
or ongoing conflicts. Security-sensitive information would have to be en-
coded by practitioners not able or willing to share such information,
hence academic inputs would of necessity be partial, at best a kind of pro-
totypical development. A modular, portable, extensible, prototype infor-
mation system—attractive to practitioners with different styles of han-
dling conflicts and scholars with different approaches—became the
specialized goal of the CEWS project. However, how to retool this pro-
totype and, with sufficient resources, put such an open system in place has
to date remained an unfulfilled challenge.

A two-stage CEWS project design emerged: first scholars interested in
conflict anticipation and resolution from different disciplinary research
paradigms—both quantitative and qualitative, conflict management and
conflict transformation—and different world regions were asked to pre-
pare intervention-suggestive chronologies or narratives of intergroup con-
flicts within multiphase historical frameworks of their own design. Then
an inclusionary framework was to be induced, if possible, within which
these chronologies or narratives would be recoded, highlighting both pos-
sible ameliorasive interventions and contested historical perspectives con-
cerning the supposedly “objective” coding of conflict phases. If the orig-
inal producers of the narratives and chronologies could be persuaded that
the new framework did not do serious violence to their original frame-
works of conflict representation and analysis, then this would be an im-
portant, if preliminary, test for the wider implementation of a later gen-
eration of far more sophisticated information systems. 10

I would argue that there is something more at stake in the development
of the CEWS design for network-oriented information systems than an ef-
fectively operating, shared knowledge space. A resonant mixture of what
I shall call “conversationally oriented” or “humanistic” philosophies of

9 The strategic use and protection of information is a growing thematic focus within
game-theoretically oriented international research. For conflict early warners, Stephen J.
Stedman’s work (e.g., Stedman 1997) is particularly relevant in this regard.

10 A detailed account of the CEWS project and its collective accomplishments—such as
they are—is told in {Alker, Gurr, and Rupesinghe (2001). It will not be repeated here.
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sociopolitical inquiry (Alker 1988, 1996) were combined with rece nt gene -
erations of information and communications technolegies (ICTs)to shap=
the human and mechanical aspects of the development ofthatproject.! *
I believe there are what physicists might call generative “resonances,” bi- —
ologists might designate as “co-evolutions,” and Hegelians could charac: -
terize as “internal relations” between these humanistic philosophies aned
technical open systems design efforts, a linkage I attribute to theconstruc—~
tive human impulses “within,” or engendering, these communication: ~
oriented technologies. If we think of digitally defined formations or tech. -
nologies as constructed, relatively-enduring materializations of humaen
intentions, purposes/functions, and plans,'? the most radical impact o £
the newer ICTs may well be the re-idealization—with d esigned, reformu. -
lated, and unintended variations of these intentions, communicative pur- -
poses/functions, and plans—of such philosophically inspiring practica: 1
craftsmanship at the level of intergroup interactions.!?

I have found that causal law-seeking, naturalistic philossophies of in. -
quiry have a hard time resonating with and responding conscrwtivelv ic
the detailed, specific, case-by-case concerns of locally or regiorally ori -
ented early warning/early response organizations; those fromthe more=
systematically oriented humanistic traditions of inquiry donot.Quiteun -
like those whose exposure to modern information technologieshas rein -
forced a naturalistic orientation to social scientific practice, I have Founc
hermeneutically accessible, humanly constructed and redesigned world
within these information/communication architectures, worldsthat hu. -
manistic philosophers, scholars, and engineers have long anticipated:.
New meanings have been given to older, precedentially orientedformso- £
bureaucratic rationality; virtual spaces for globally sha ring summarized' ,
prevention-relevant conflict histories, summaries that respect ihe con -
tested historicities of major conflict protagonists, have been creared.

11 Although Alker (1996 subscribes to the nature-respecting, humanmi:tic: idst of sociam 1
scientific research that is hoth scientific and normatively oriented, or eves arists: ie its micm -
tivation, I had forgotten Lasswell’s much earlier but similar technical defni cion arvd adizee -
cacy ofthe “adoption of both [what they called] the manipulative and ccnze s nzlaiive standll -
points of inquiry [which they] designate(d as] the principleof configurativearalys:” | Lascve: 1
and Kaplan 1950: xiii).

12 This “internal relations” ontological perspective is developec it my “ Canilve Frg o= £
Power Politics Be Part of the Concepts with Which Is Story is Told?™ {Alkeer 17 %5 chir..
5), a conference paper originally given in 1977; it thus antedates th= simtlar inspit~z tisas =
Bruno Latour noted hy Bach and Stark in the present volume. See :iso Alkew (1986).

13 As cited in Alker (1996: 401), Hintikka suggests a contempora:y versin of Adiss -
totelian practical reason to involve “reason in so far as it is occupied with human actions
buman doing and making, and with the results of such action . . . ‘Maker'sknowldge’ [her <
includes] ‘doer’s knowledge,” for no distinction between posesis {production} and praxf s
[practice] is intended.”
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The Emergence of an Open/Adaptive/Complex Systems
Design Research Perspective

“Information engineering” offers a particularly fruitful way to get at the
theoretical links between humanistic social science and the information
system design logics relevant to the CEWS project. Just as Aristotle dis-
tinguished the useful knowledge of specialized professions from the eter-
nal truths of the pure sciences, human-oriented information enginecring
has a rather similar normative, applied, practical character. More specif-
ically, within human information engineering there is a specific tradition
of architectural “design research” associated with what used to be called
“open (biological) systems,” those capable of negantropic, structure-
modifying exchanges with their environments. Now these might more
accurately be called “complex adaptive systems.” Although humanly de-
signed practices and institutions may only weakly approximate the awe-
someness of Nature’s “creatures” or “designs,” as an architecturally in-
clined social scientist one has fewer quasi-religious inhibitions in treating
human products as modifiable combinations of natural foundations,
accidental factors, and human design-oriented activities. At most these
products may be seen as “quasi-natural”; in reality they are artificial. And,
in my view, such conceptions can help the design-oriented social scientists
to think about ways of making contributions to the improvement of
human international conflict management and resolution practices.!4
Ontologically or phenomenologically speaking, the subject matter of
Herbert Simon’s (1969) “sciences of the artificial” include humanly syn-
thesized artificial things, which may imitate the appearances of natural
things without having all their real world features. He argues that

+ artificial things may be characterized in terms of functions, goals, evolution-
like adaptations, and, more revolutionary, partly designed transformations;
« like LISP programs, they may be described as revisable program objects; and

14 1t should be noted, however, thatI rarely or never emphasized information engineer-
ing, Simonesque Artificial Intelligence, “design research on complex adaptive systems,” or
“conversational ontologies™ in the activities of the CEWS Steering Committee. We had
enough different disciplinary and cultural boundaries to cross as it wast Rather, fora group
in which peace research was the closest disciplinaty conununality, I distributed and repeat-
edly referred to Alker (1996: chap. 10; originally published in 1988) on “Emancipatory Em-
piricism.” The procedurally oriented computational modeling idea emphasized there is that
of LISP—encodable and revisable data stories.

I don’t think such behavior was deceptive, since there is considerable discussion of com-
plex adaptive systems theory in the Aristotle chapter of that book, which was easily avail-
able, and a bibliographical discussion of the contributions of pioneering peace researchers
like Kenneth Boulding, Karl Deutsch, Harold Guetzkow, and Anatol Rapoport would have
easily retrieved many references to open systems theory.
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» such program objects might also be treated as practical imperatives waiting
to be actualized by practical reasoning.!’

Herbert Simon’s (1969) concept of the “sciences of the artificial” and
the “architecture of {nature’s] complexity” is preferable to the Popperian
notion of “piecemeal social engineering” as the basis for understanding
the design logics of conflict early warning systems. Not only is Sirznon
more epistemologically, theoretically, and technologically innovative, but
his approach has inspired a range of relevant humanly oriented computer
science (I shall refer to this approach as “[architectural] design research,”
often dropping the construction-oriented first word of this phrasefor the
sake of brevity).

Humanly oriented computer scientists, who are inspired by Simon, his
colleagues, and revisionist successors, are very much aware of the hurman
communication networks, of the flow of human thoughts, criticisms, s ug-
gestions, and program proposals that constitute the public sphere and
res publica of social life. Thinking about coordinative and constitu tive
human arrangements as artificially evolved means that, like organisms
they resemble, they are open systems, that is, they evolve, persist (and per-
haps reproduce themselves) through nonequilibrium exchanges of infor-
mation and resources with their environments. Usable energy is exwracted
from those environments, and degraded waste products are also discarcded
into them. Persistence, change, and renewal are thus problematical g ues-
tions, not to be taken for granted. (I shall return to this thematic below.)

This view is related to CEWS development if we recognize that irzzer-
national system designs or proposed revisions in institutional archi tec-
tures may be thought of as interfaces between system-internal human en-
vironments (those of national citizens or bureaucratic office holders) and
system-external natural or artificial environments. One should, theref ore,
focus on the needs, intentions, plans, and purposes of actors in connect-
ing meaning and utility to the design of such interfaces. The perspective
of improving the content of relevant shareable memories, and of improv-
ing accessible ways of interrogating the relevant past on a case-by-case
basis is common among historians and experienced conflict management/
transformation practitioners. It is not the perspective of social scentists
trained to look for lawlike, timeless statistical generalizations in large ag-
gregations of summary versions of somewhat similar cases.

When the relevant past experience is an improvement-oriented record

15 Since Aristotle, practical reasoning has been distinguished by its orientation tovward
action. Simon’s writings on administrative behavior, human problem solving and bounided
rationality, Stephen Toulmin’s many writings on practical argumentation, von Wright's
philosophical explorations of practical understanding, and Martha Nussbaum’s suggestive
classicism are major sources of the several discussions of the topic in Alker (1996).
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of context-specific past performances by humanly implemented quasi-
regimes—international relations terminology for multilevel coordinative
systems of rules and procedures of uneven extent, legitimacy, effective-
ness, and institutionalization—the standard data bases on international
conflict available through consortia like the Inter-University Consortium
for Political and Social Research were not likely to contain such infor-
mation. Nor were the aggregative statistical formalisms used by social sci-
entists for summary approximations of large data-bases in general alge-
braic terms going to be the most helpful to those concerned with a single,
troubling case. Statistical information summaries are not precedentially
organized; hence the value for information systems designs of previous
explorations of precedentially organized, narratively represented, proce-
durally suggestive case descriptions.

Simon-inspired design research is very sensitive to discussions of formal
schemata for representing knowledge inside a bureaucratic or computa-
tional system because design-oriented information engineers know that
different representations, like different programming languages, have
very different emphases and utilities. Their focus on feasibility/desirabil-
ity/implementation/orchestration questions are familiar to policy analysts
but rarely the primary concern of causal modelers looking for general
laws in the eternal pages of Nature.

A second or third generation of design-oriented open systems engi-
neering focuses on what are now called “complex adaptive systems.”
Moreover, their representations of adaptive human systems are much
more detailed and suggestive than those of the earlier generation. And I
find a deep convergence between the quasi-evolutionary approaches to the
reproduction and transformation of social systems emphasized by Par-
sons, Habermas, and other social systems theorists, and the represen-
tationally and architecturally suggestive variant of Complex Adaptive
Systems theory that Axelrod and Cohen have recently proposed for “man-
aging” or “harnessing” complex organizational practices.®

Axelrod and Cohen’s framework of analysis can be summarized as
follows:

[A population [physical

of Various types of | and conceptual]

Agents, using  Artifacts, according to strategies, in Spaces, lead to interacsion patterns [and
resulting events] within systems. (1a)

16 Axelrod and Cohen (1999: esp. 152—-60). In the text and equations of the next several
paragraphs, all the boldface terms are taken from the cited pages of the Axelrod-Cohen
book. Bracketed phrases are usually, but nonuniquely, my additions. Some of the key terms
are rearranged in my presentation, which in the interests of readability mixes paraphrases
and direct quotations without further acknowledgment.
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Perfoninance measures
[or success criteria, defined on events] are used by agents/designers in sclection processes, resulting
in
agent/swrategy
changed frequencies, through processesof  capying and recombination [wihin ] systems.  {1b)

Notice how schema (1b) focuses on reproduction, as well as on the quasi-
evolutionary, or Lamarkian, transformations. Why these occur is linked
to performance-based selection processes that account for rmore or fewer
copies of a variety of agents or strategies in a later period. Notice also
how reproduction processes can happen in beth physical arad conceptual
spaces.

Also, quite relevant were the linguistically informed, narratively ori-
ented modeling efforts emerging in related disciplines. By the late 1960s
and early 1970s, thanks to Robert Abelson and Roger Schank, Allen
Newell and Herbert Simon, Noam Chomsky, John Searle, Rom Harré,
Jiirgen Habermas, Marvin Minsky, and European structuaralists, there
emerged a whole new dramaturgical world of analyses of linguistically
mediated conduct, and an associated, constructivist mathernatics. Actual
human rewrites!” of underlying goals, plans, or scripts gerzerated mean-
ingful texts made up of word strings, through speech actsor rextacts, nar-
ratives, plot structures, and scripted understandings perforrmed on socio-
bistorically situated stages.'® In the mutable performances o f institutional

17 Generalizing Chomsky’s original insights, I have argued that a funda mental represen-
tational/ontological feature of second generational cybernetic madels, which accouncs for,
or consticutes, much of their generative and interpretive power is the ability ta rewrite,
record, and recall intermediate, unobservable revisions of ordered, sentencelike, phrase
structures, perhaps in a context-sensitive fashion. The fundamental constructive mecha-
nisms of Newell and Simon’s theory of General Problem Solvers, von Neuimann’s brilliant
final work on self-reproducing automata, Abelson and Schank’s powerful models of belief
system dynamics, the post-Chomskyan fields of generative semantics ancdl text linguissics,
and Miller and Chomsky's paradigm-defining discussion of intentionalaction all depend on
rewrite mechanisms that are constitutive rather than causal (Alker 1988, 20 00} Thus Chom-
sky's famous formal hierarchy of the generative/interpretive power of langu ages,grammars,
and automata can be used to show how human capabilities, when indcfinitely specified, re-
flect context sensitive rewrite rules, transformational capabilities thatare two levels of in-
finity higher than those of alf causal models® production relationships.

18 See especially Abelson (1973), Schank and Abelson (1977), and Alker (1975), (1996:
chap. 5, 8). This partly italicized mapping sentence could be schematized like schema (1a,b)
above, adding hermeneutical realism and complexity in the same way tha ¢ (1b) adds rich-
ness to (1a). But within the present context, focused on information technol ogics, [ limit this
development to this mention of my fascination with potentially scientific commputational/for-
mal hermeneutics, and the following comment. When I tn'ed to conveythis new-for-me, ver-
ifiable mathematics of infinite meaning productions/understandings/constitutioas with the
last, Abelsonian exampie in my paper “Polimetrics: Its Descriptive Foundati ons” {197 5), the
face-to-face reactions I got were suggestions from rational choice theorists that “polirimet-
rics” would have been a better speiling for the “metric™ aspects of political science, and the
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role occupants, one looked for, or tried to reconstruct, not the eternal
causal laws of physics, chemistry, and neurophysiology of the embodied
natural world we inhabit, but the changeable, creative, generative rule sys-
tems, the personally, socially, institutionally, historically situated gram-
mars of possible speeches or linguistically informed actions. Nonspoken
human actions did not escape similar grammatical complexities: what dis-
tinguishes all human actions from mere behavioral reflexes—winks from
blinks, in Geertz’s memorable example—are linguistically encoded mean-
ings. As Habermas (1971) has argued in the defense of the autonomy of
the hermeneutic knowledge interest, and Harré and Secord (1972) made
equally clear from a dramaturgical, ethnomethodological perspective,
meaningful understandings can be seen as products, conveyed through
grammatically enabled skilled performances deserving of careful compo-
sitional investigations, not the “mere descriptions” of unreflective, posi-
tivistic analytics. Although speech production and interpretation were
different processes, the complexity of human grammatical capabilities ar-
gued for the likelihood that most of the mechanisms involved in each were
the same. Habermas’s theory of communicative action (1970, 1979,
1984, 1987) was much more sensitive to the constitutive role of sub-
stantively persuasive speech acts, precedential-normative-historical story
telling, and identity transformations in the possible development of plu-
ralistically, sociologically integrated—that is, peaceful—international
relations.

Trying to make sense of history in terms of the practical grammars that
made it possible, and sometimes included possibilities for more conflict-
lessening alternative paths not taken, meant doing something akin to
what Habermas called reconstructive research rather than conventional
empirical-analytical science. Moreover, Habermas’s (1971) insistence on
the multiplicity of human knowledge interests was critical to recognizing
the existence of different knowledge trajectories. Besides the positive
knowledge interest in prediction and control on the basis of general cau-
sal or developmental laws, Habermas emphasizes the importance of both
hermeneutic and emancipatory knowledge interests. The former may be
described as focused on interpretive understandings, but with the impor-
tant addition that hermeneutics arises out of practical reasoning, the prac-
tical concern with developing a shared, rational basis for collective action.
Here is where the differences between modern and traditional forms of
rationality—highlighted in the discussion above of differences among
conflict-oriented practitioners and scholars—make a methodologically

concession from the political statisticians that not all descriptions were simple. It was as if
the grammar-reconstructing scientific work of linguistics did not exist, or was irrelevant to
politics and political science.
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relevant appearance, supporting the traditionalist position. Equally irm-
portant are his and Bhaskar’s articulation of the focus of emanci-
patory knowledge interests in terms of the promotion of self-directed
transformations and the ending of unnecessary repressive relations,
from “unwanted and unneeded to wanted and nceded source[s] of
determination. »1°

CEWS’s Design: Decentralized, Regional Networks of
ICT-Resourced Conflict Early Warners

Peace researcher Kumar Rupesinghe’s vision of decentralized early warn-
ing networks for dealing with the mostly “internal” conflicts of the post-
cold war era was a kind of institutional design research (e.g., Rupesinghe
and Kuroda 1992; Rupesinghe 19935; Rupesinghe with Anderlini 199 8).
With support from Scandinavian and other like-minded governments and
foundations, he encouraged the setting up of transnational networkscom-
bining, connecting, and attempting to empower regionally and locally sit-
uated conflict analysts and peacemakers. The umbrella organizations like
International Alert and FEWER were affiliated with the United Nations
and other intergovernmental organizations as NGQOs, and in frequent
contact with national bureaucracies and secretariats. At least provision-
ally compatible with a “complex interdependence” conception of inter-
national political order, Rupesinghe's network conception also resonated,
in my view, with the interventionist, design-oriented perspective on com-
plex adaptive systems summarized above.

What could social scientists contribute? Here is where an especially in-
ternational comparison of successes and failures at preventively oriented
conflict management and resolution seemed a reasonably familiar possi-
bility. Social scientists could produce these case studies and compare the
frameworks for digesting them and inferring practicallessons from them.
If we were to use the power of newer ICT technologies to help resource
the actors in these networks, we would have first to develop a hermeneu-
tically informed framework for storing case histories, precedentially re-
calling and deriving forward-looking suggestions for violence-reducing
conflict interventions. So what T have above described as “grounded, prac-
tically interpreted, alternative allowing, conflict narratives” would be in-
formationally made available to “frontline” peacemakers in the “open/
adaptive/complex systems” that Rupesinghe and his peacemaker as-

19 This Bhaskar quotation and the longer paraphrase of Habermas’s and Bhaskar’s views
is taken from my discussion of “Emancipatory Empiricism” (199€). Almost the same text
ficst appeared in Wallenstein (1988), shortly before the beginning of the CEWS project.
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sociates were designing, opening the way for “retrievable institutional
memories.”

As the CEWS project developed, the relevance of the Habermas-
Bhaskar world of critical, emancipatory inquiry became quite important.
Most of the regionally recruited practitioner-scholars did not see the
relevance of quantitative research methods in the cases of their special
concern in the conflict prevention domain; several others were pioneers
in more quantitatively oriented “event data” research. Revising Alex
George’s “structured, focus comparisons” approach to lesson-drawing
comparative case studies, the 1995 London meeting of the CEWS steer-
ing committee agreed on a first stage of the CEWS project: generating nar-
rative or chronological case studies of conflict prevention successes or fail-
ures on which to build its future work.2? Allowing each investigator to
use different versions of the conflict life-cycle idea (as cross-culturally pre-
sented by Johan Galtung, among others), the original conflict accounts
were to be “preventively focused, life-cycle structured, trajectory com-
parisons” (Alker, Gurr, and Rupesinghe 2001: 39, italics in the original).

In 1997, once the CEWS project had been funded, a second meeting of
case authors, analysts, and CEWS steering committee members took
place. The different narratives and chronologies, plus the beginnings of
intended interpretations, reflected the authors’ different approaches to
conflict trajectory representation and analysis. Discussed were the possi-
bility and difficulties of developing a synthetic sequential phase coding
schema (Alker 1988).

Especially important was the notion that we think of structured narra-
tive accounts as “LISP encodable data stories” (Alker 1988).2! Here the
unusual ontological property of LISP programs—that they could also
be treated as datamodifiable by other interpretive procedures—was a di-
rect source of the operational idea of revisable or annotatable, action-
suggesting precedents that governed the development of the CEWS web
site and the LISP-implemented CEWS Explorer. Emancipation as a peace
research knowledge interest meant attempting to move conflict trajecto-
ries away from steps where higher violence levels were likely to follow.

In the report on the CEWS project, the most pedagogically useful ex-
ample is that of the Guatemalan conflict and peace process as retold by a

20 Somewhat revised, these are now on the CEWS web site: http://www.usc.edu/dept/
LAS/it/cis/cews/index.html.

21 Lesson 10, p. 350, reads: “Think of conflict and cooperation case descriprions as LISP
encodeable data stories. These descriptions are then executable programs, siruation specific
practical accomplishments, procedural enactments that constirute the cases, analogous to,
but possibly different from the practical actions constituting the observed realities they refer
to” {italics omitted). James Bennett of Syracuse University is responsible for the “data sto-

ries” notion.
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knowledgeable observer of that process, Luis Albert Padilla, and reana-
lyzed by Thomas Schmalberger and myself (Alker, Gurr, and Rupesinghe
2001: chaps. 3, 11). Downloaded from the CEWS web site, figure 1 shows
a different but similar example of the CEWS graphic schematization, the
unfinished case of Chiapas. The fgure was generated by CEWS re-
searchers, based on a narrative (provided by Rudolfo Stavenhagen) that
is also available on the web site. From a precedential perspective, the in-
conclusive state of the Chiapas conflict is not a paradigm likely to be con-
sciously copied elsewhere; rather, one might think, as Stavenhagen does,
of the more comprehensive peace processes in Guatemala and El Salvador
as possibly useful models—revised to omit some, it is hoped, avoidable
parts—for application to the Chiapas case. The recent efforts of Mexican
President Vincente Fox to unpack a stalemated situation could be further
investigated in this light.

What figure 1 is meant to convey is the contextually grounded, practi-
cally interpreted, alternative allowing, narrative-like schematization of
conflict trajectories developed by the CEWS project. This suggestive, flex-
ible schematization would probably not have occurred without the im-
mersion of its principal developer—Thomas Schmalberger—in the Sylvan-
Majeski tradition (most systematically explicated publicly in Sylvan and
Majeski 1998) of sociohistorically grounded, computer-supported, con-
stitutive analysis, which has often used LISP-encoded representations.
Also necessary was the focus on alternative, LISP-encodable “data sto-
ries,” as previously discussed.

The foundational, grammatical idea for figures like figure 1, visible in
earlier work in the precedent logics tradition, is of a historical-based
grammar/flowchart of actual and counterfactual conflict trajectory pos-
sibilities. The actual history of a particular case—as schematically sum-
marized in the figure—breaks its analytical, historical reconstruction into
episodes and phases. Presupposed is a sequential pattern of possible move-
ment from phase 1 (a dispute) to phase 2 (a crisis) to phase 3 (limited vi-
olence) to phase 4 (massive violence) to phase 5 (abatement) to phase 6
(conflict settlement); our conflict grammars allow conflict-exacerbating
reversals, treating them as generating new episodes. Conflict management
practices under intergovernmental auspices often move disputes only to
an abatement phase; much fuller involvement from elements of domestic
societies, and perhaps NGOs, is required to bring about an effective phase
6, a settlement that IGOs like the United Nations can help to ratify, sol-
emnize, and modestly support.

Several additional special features of the CEWS representational for-
mat are illustrated in the figure, First notice that the historical sequencing
of phase descriptions can be contested—for example, on many occasions
governments, in the interest of buttressing their precarious legitimacy, like
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to downplay the existence of a genuine civil war led by organized rebels
claiming that they can provide an alternative, more legitimate government
for a country. But whereas quantitative, behavioral coding practices try
to sidestep or settle such “partisan” disagreements in the name of objec-
tivity and objective, less interpretation-laden assessments, the CEWS rep-
resentational format highlights with the use of bifurcated paths/trajecto-
ries, and treats as valuable data, such differences when they speak of
genuinely different assessments of possible historical developments.

The CEWS web site’s prototypical representational strategy for com-
puterized case-history storage, retrieval, and analysis follows the Sylvan-
Majeski tradition. It takes a Kripkean essentialist approach to phase iden-
tification: dispute, crisis, limited violence, massive violence, abatement,
and settlement phases are constitutively defined in terms of oppositions,
the level of violence, and sequential expectations about violence levels.
Each phase also can be characterized in terms of sometimes manipulable,
transition-relevant, contingent characteristics, such as the undertaking of
reforms during a dispute phase, the suppression of opponents during a
crisis phase, or the making of concessions in an abatement phase. Con-
flict trajectories composed of different phase sequences are new entities.
Alternative possibilities for different phases, or movement to new epi-
sodes, are latent within an analytically framed, but historically derived,
three-phase-sequence-based grammar of sequential possibilities. Possibly
hopeful precedents can be searched for: one can ask what other cases in
the extensible database have the same phase sequence dyads, and see what
trajectory triads they produced. Searches in such a virtual world of his-
torical possibilities can suggest historically plausible, possibly less violent,
alternative third-phase sequential possibilities.

How are alternative pathways represented and explored? A more com-
plex characterization of historical possibilities allows the past-looking
history also to be redefined, as in conflict transformations—indicated in
the figure and elsewhere by backward arrows and big borizontal braces.
Peace, “truth,” and “reconciliation” commissions often attempt to revise
national “myths” in terms of such rewritings of intergroup histories.
More modest versions of that kind of process involve a government’s en-
tering into negotiations with guerillas whose position and concerns were
not previously, officially recognized—the labeled brace in figure 1. But
whatabout reactionary governments that balk at partial reinterpretations
of the parties and their past interactions in a peace process they reject?
According to present coding conventions, such conflict-exacerbating past
revisionism would merit a brace as well, if it where shared by the princi-
pal parties. Under more inclusive coding rules concerning the rewriting of
past histories, a bigger, wider brace could be rewritten under the whole
first episode, trumping the smaller brace above it, etc. Historical politics
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like this needs to be represented, as we have done, in terms of the con-
tested historicities—the time-ordered self-understandings of continuing
human groups, parties, or societies.

Two more ways of treating trajectories, their determinants and alter-
natives, should be mentioned. What CEWS did was somewhat different
from more conventional statistical approaches;?? its alternative orienta-
tion was linked to its judgmentally oriented, intervention-sensitive, nar-
rative counterfactuals approach. Narrative/chronology constructors were
asked to indicate points of intervention where paths might have been redi-
rected in less violent directions. Historical actions accounting for these
and other phase shifts where also to be noted, when it was possible to
identify them. Italic labels between phase and between episode paths re-
spond to this crucial analytical suggestion, and the inadequacy of the nar-
rative/chronology’s account of such transitions is indicated by question
marks or the absence of labels. In Stavenhagen’s Chiapas narrative ac-
count, for example, we were unable to find sufficient information as to
why and how in early 1995 the government broke off negotiations and
initiated episode 2, starting in a low-violence stage 3 with surprise attacks,
nor how and why these eventually led to 2 new abatement phase in which
a new guerilla agent, the EZLN, was recognized, and a new, never imple-
mented, San Andres Accord was tentatively reached. As is often the case
in historical research, here further situation-specific investigation is
pointed to and needed, including additional possible intervention points
suggested by other, knowledgeable researchers seeking neglected peace
possibilities.

The second way alternative trajectories were tracked and partially ex-
plained in a constitutive fashion was through the further theoretical/em-
pirical specification, and historical identification, of contingent phase sub-
types (Alker, Gurr, and Rupesinge 2001: table 12.1, 364ff.). For example,

22 The CEWS project did a preliminary empirical validity test of early warning indica-
tors, taking a look at the anticipatory power of indicators derived from a large quantirative-
empirical study, sponsored by the U.S. government, of “Failed States” (Esty et al. 1999; see
also King and Zeng 2001); Alex Schmid compared the prognostic power of these state fail-
ure indicators with alternative early warning indicators suggested and used by a Dutch
human rights early warning organization he directed, and found the former to be slightly
more accurate. There is no fundamental difficulty in incorporating such findings into the
CEWS approach, although the context specificity of such statistically oriented findings needs
further investigation by those not willing to sidestep “as if random™ errors. Computation-
ally, and visually, one could overlay the results of such studies, appropriately reconfigured,
on figures like figure 1. It should be further noted that Esty et al. took a big step forward
methodologically in applying nonlinear, neural net estimation/construction computational
algorithms to their sequential data, an approach also applied, more systematically, by King
and Zeng, with suggestive, richer results.
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phase 1inepisode 1 of the Chiapas crisis, as represeated in figure 1, is not
business as usual in that it has associated with it the expectation of a pos-
sible subsequent crisis phase. On the basis of Stavenhagen’s account, one
might reasonably judge this to be codified as a phase subtype 1a, a dis-
pute subphase associated with the “separation [of a protesting group]
from its opponent,” indicated by the mention of indigenous groups’ de-
mands for the recognition of their cultural identity, but raking place
within the existing political system. The sensational announce ments of the
existence and program of the Zapatista/EZLN guerillas also involves a
subsequent phase 2, which is distinguished as phase subtype 2a, charac-
teristically involving the formation of separate armed groups not willing
to work within the system.

This kind of more detailed and differentiated set of distinctions could
also be annotatively added to figure 1. Such phase subtype discriminations
are used extensively by Schmalberger’s CEWS Explorer LISP/SCHEME
software (Alker, Gurr, and Rupesinghe 2001: chap. 12) in suggesting pos-
sible alternative conflict trajectories on the basis of historically similar
precedent cases.

Conclusion

Diplomats in the UN system have regularly talked about being driven by
present crises, about the difficulty of being able to develop, train, fund,
and position capabilities—like rapid-reaction peacekeeping forces—gen-
erally available for unpredicted emergencies. Their capacities for com-
mand and control, and for logistical supply and multiunit force coordi-
nation, are minimal. The lead nation of an ad hoc peacekeeping or
peace-building force takes primary responsibility in these areas, perhaps
with help from the United States or another great power. The UN’s High
Commissioner for Refugees has developed considerable capabilities for
coordinating responses to humanitarian crises but has shied away from
strictly early warning functions as too political.

Obviously, the United Nations is largely dependent on the will of its
members, and the will of its members has been very reluctant to give it
significant, autonomous capabilities in a world where knowledge can be
power. Compare the funding of UN management efforts concerning its
peacekeeping missions with the costs ofthe contributions, both lethal and
constructive, of individual national efforts. Ratios of 1:10 or 1:100 seermn
appropriate here. Even in design-oriented research pointed toward im-
proving early warning forecasting capabilities, the high-quality “failed
states” project had a level of U.S. governmental funding surely tenormore
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times the level of CEWS’s financial support or of tbe computerized infor-
mation processing budgets of the now defunct UN Secretariat Office for
Research and Collection of Information. The United Nations had a small
office that used some of the same methodologies of the failed states
project; when I visited it in the late 1990s, it has only two or three
professional-level technical staff.

National governments of wealthy and powerful states, on the other
hand, have many more resources for such purposes, but the failures of
central United States decision makers to predict the breakup of the Soviet
Union, the testing of nuclear weapons by India and Pakistan, or the at-
tacks of September 11, 2001, show how far the world is from an effec-
tive, widely accepted, and widely implemented collective capacity to an-
ticipate major security threats to its major states, let alone its more
numerous groupings of nations and peoples.

Groups like FEWER have only modest support; they are better financed
than most small individual nations’ general early warning efforts, and able
to do pretty decent work in the specific local regional areas they are fo-
cusing on. In particular, FEWER uses Internet, telepbone, and fax net-
works of trained observers for this purpose in regions where it is active,
such as the Great Lakes region of East/Central Africa, and in parts of the
former Soviet Union. AlthoughI have not made a detailed evaluative study
of their anticipatory achievements, the continued existence of Interna-
tional Alert and FEWER in particular is a sign that at least their spon-
sors—governments and foundations—deem their contributions worth-
while. This is a hopeful sign.

Even though CEWS-type historical information systems have so far not
been deployed in the UN-centered conflict-prevention domain, cruder data-
based practices have begun to be selectively implemented, by FEWER and
the Canadian government, for example. What these early warners say,
however, is that they need much more work on learning how to catalyze
and sequentially compose effective early responses to situations of poten-
tial violence that they are aware of. CEWS has made only a small begin-
ning in this regard: at best, separate analyses of efficacious strategies could
be wedded to its graphical conflict trajectories, perhaps as annotations
or commentaries placed on top of underlying trajectory figures. Imple-
mentations of second-generation versions of CEWS’s data-making and
reanalysis practices could, I believe, significantly enhance the conflict-
handling capacities of both intergovernmental and NGO members of a
complexly interdependent world society; perhaps they could also be used
to make more selective and effective the calls of “wolf” that so many gov-
ernments do not want to hear until disaster has already struck.

Excepting the increased availability and use of virtually instantaneous
world news coverage, and associated technologies of digesting such high-
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volume news sources,?? the newer technologies of information and coma-
munication have had more impacts on the design and develepnient af prea-
totype systems for early warning concerning intergroup conflict thhan om
the effectiveness of cross-boundary early warning practices. Good, de-
tailed, sharply patterned data on the effectiveness of specific, violence-
anticipating and preventing interventions by individual, NGO or IGO
organizations is hard to come by; successful preventive diplomacy, byics
nature, deals with specific detail, and is often nearly invisible. To callat-
tention to such successes can embarrass those who have made imp ortart
concessions, hence it is not good peacemaking to single them out. The
building of better, relevant, usable but discrete institutional memoriesis a
hard, but no less important, task.

The CEWS project was a modest effort to make a UN-oriented change
in such practices, seeking to empower peacemakers affiliated with NGO s
trying to improve upon or supplement the UN's efforts at preventive
diplomacy. The main contribution of the CEWS project to early warning
practices has been the making available of an extensible, prototype earl v
warning information system. It encodes and retrieves extensible, histori-
cally focused, computationally enhanced, collective memories, expressed
in potentially suggestive, annotable, summary visual and narrative repre-
sentations.>* Many more cases, more analyses of interventions, and even -
tual integration with empirically oriented studies seeking to discover ef -
fective intervention mixes are all needed for the successful development
of second-generation CEWS-type systems. Although IA and FEWER are
ongoing organizations, the CEWS modular, networkable, informatiom
systems design has yet to be implemented.25 If and when it is, strategicall
sensitive versions of such systems will take into account the possible re-
sponses of conflict management “spoilers” interested more in their owm
gains than in the peaceful resolution of a conflict.

What differences, more generally, have conflict-oriented early warning

23 See Davis and Gurr (1998) for a fairly systematic survey of different violence-orienied
early waring practices within IGOs, NGOs, and the American government. CEW¥S earl y
decided not to focus on media-based, short-term warning eveats data approaches,forwhich
businesses and governments struggle to keep ahead of CNN reporting by a few minutes or
a few days. Several anthors associated with the project looked at Jonger term, computerize d
uses and analyses of such data, as well as other data forms.

24 Compare Manuel Castells (1998: 462): “The timelessness of mulri-media’s hypertext
is a decisive fearure of our culture. . . . History is first organized according to the availabil-
ity of visual seconds of frames to be pieced together, or split apart, according t o specific dis-
courses.” I disagree with Castell’s description of postmodernity in terms of the suspension
of recursive rewrite procedures.

25 Thus the jury is still out whether digital formations built out of co-evolvingtechnolo-
gies and NGO networks are likely to occur in the intergroup conflict early warning domain,
as proposed by Bach and Stark in this volume.
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ICTs made in a world of international relations, a world repeatedly evi-
dencing the features of extended, complex interdependence? Volumes can
be, and are being, written about the revolution in military affairs associ-
ated with the development of domestically and internationally oriented
semi-automated surveillance systems, and the design and development of
“smart” weapons (e.g., Latham 2003). The United States spends many
billions of dollars on signals intelligence annually. The reorganization of
U.S. military strategy and force deployments sought by Secretary of De-
fense Rumsfeld has many features associated with network-oriented re-
understandings of locally effective fighting forces, antiterrorist strategies,
as well as nonstate terrorist organizations.

More ominous have been the successes and failures of the reconnais-
sance and targeting technologies used by American forces to awesome ef-
fect in their only partly UN-sanctioned efforts in Kosovo, Kuwait, and
Afghanistan, and the even more technologically advanced ballistic missile
early warning systems whose development was a moving force behind
George W. Bush’s administrative commitment to withdrawal from the
ABM treaty with the Soviet Union {and its successor Russia). The minutes
or hours in which such warnings must be responded to, combined with
the level of violence associated with such increasingly automated signals
and responses, raise issues whether dangerously “closed worlds™ are
being built which keep decision makers away from crucially relevant
human features of the issues and conflicts in question.2¢

I wish here briefly to note some design features of the CEWS effort that
are specifically tied to preventing potential deployers of a fully imple-
mented CEWS-type ICT-resourced network from falling into such traps.
First, the reliance on local peacemakers as ongoing input-givers to early
warning NGOs provides just the kind of intelligence that the “smart”
bombers of the Chinese Embassy in Belgrade did not have; this kind of in-
formation can be kept confidential, if necessary. Second, the system is ex-
tensible in two important ways: first, both new cases and contesting rein-
terpretations of existing case analyses can be contributed to the system. A
minimal but enlargeable provision for overlays representing different per-
spectives on important essential or contingent features of past conflicts
exists on the web site. The hermeneutic style of coding and recoding con-
flict trajectories, allowing for grounded differences in telling conflict his-
tories in any initial representation, are all ways of sensitizing CEWS users
to the importance of different perspectives, including those identified with
different parties to a particular, ongoing conflict. The full CEWS network

26 For relevant discussions, see Edwards (1996), Der Derian (2001), and the related, ex-
tensive discussion of the roles of Norbert Weiner, Jay Forrester, Herbert Simon, and John
von Neumann in Mirowski (2002).
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design—to which Rupesinghe, IA, and FEWER were important contrib-
utors, which the CEWS project assumed and did little tocontribute to—
was and is a humanistic research methodology designed to capitalize on
fundamental differences in perspectives, not computationally to paper
over such differences.

Moreover, I want to suggest that even though complex adaptive sys-
tems theory has many connections with the institutional development and
research funding of the American military establishment, the technologies
that I have tried to input to the computational part of suach a broader
CEWS-type network should be seen as usable for other than military
purposes as well. The user should keep to their open, extensible, mixed
human-machine character, and their mulitiple narrative encodings. These
are a real improvement over merely quantitative representa tions!

Additionally, the complex adaptive systems framework that Axelrod
and Cohen (1999) so brilliantly deploy—in a book that was atleast partly
funded by the U.S. Defense Department—is highly suggested regarding
next steps in the conflict early warning effort. 1 can suggest just some of
the kinds of questions that Axelrod and Cohen linkto the framework of
schema (1a,b) above, turning them into thearea of further research on the
selection, mutation, and transformation of early warning practices. For
example, what interventions, by which governmental agencies, NGOs or
foundations, account for an increased variety of forecasting or interven-
tion strategies? Why are these agents themselves increasing or decreasing
in size or power? In the competition for conflict manager of the year, or
the decade, why has the United Nations gone up and down in the num-
ber of cases it has handled? What competences or incompetences play a
role in the selection process for conflict management practices? How
about UNHCR, the Red Cross, NATO, or the Organization of African
Unity and their descendants? Within the most powerful actors, who or
whatis helping to reproduce, that is, helpselect, which patterns of neglect
toward festering problems? Which processes of copying and recombining
tactics of intervention result in the overmilitarization of some states’ in-
tervention dispositions, as compared with those processes increasing the
frequency for some states of playing peacekeeping and deve lopmental as-
sistance roles? How can we design a selection process that identifies and
reward improved early warning and early response behaviors?

Axelrod and Cohen use their framework to suggest (re- )design possi-
bilities;27 similarly, I suggest the following. Arrange organization-specific
conflict-monitoring routines in a way that nicely mixes explo ration of new

27 See especially their last, summary chapter, from which manyof the phrrasesin this para-
graph are taken. Of course, I should be held responsible for my selections from, and rein-
terpretations of, such material.
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modes of conflict diminution with the exploitation of proven approaches.
Given their relative virtues, build networks of reciprocal interaction that
foster trust and cooperation among the different kinds of conflict moni-
tors. Assess strategies for conflict transformation in terms of how their
consequences might be spread. Promote effective neighborhoods in which
would-be cooperators in conflict containment can more easily recognize
the role each other can play. Figure out what else besides the Nobel Peace
Prize can be used to support the growth and spread of peacemaking ac-
tivity. And in a world where small successes can be quiet stepping stones
to a better future, look for fine-grained success measures, such as promo-
tion criteria and associated selection processes within early warning and
response organizations that can usefully stand in for bigger, longer-range
goals like the gradual transformation of world society. Isn’t that a jour-
ney others ought to continue?
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Discourse Architecture and Very
Large-scale Conversation

WARREN SACK

HISTORICALLY, NEW spaces for public discussion have been invented every
few centuries (the agora, plaza, town square, town hall, café, newspaper).
The introduction of electrical and electronic technologies in the twentieth
century accelerated the rate of change in public spaces to a pace measured
in decades (film, radio, television). Now with the increasing ubiquity of
computer networks, new spaces for public discussion and exchange are
invented, introduced, and updated on an almost continual basis (e-mail,
newsgroups, Internet Relay Chat {IRC), weblogs, instant messaging, Nap-
ster, Gnutella).

This exponential increase in the rate of change has reached the escape
velocity of the disciplines and professions normally accorded the respon-
sibility to design, build and analyze public spaces. No longer is it only ar-
chitects, civil engineers, and urban planners who design spaces for public
discussion. Symptomatic of this transformation is a proliferation of new
architectures of computers and networks that are not designed by tradi-
tional architects, for example, computer architectures, network architec-
tures, and information architectures. Conversely, traditional architecture
has become increasingly involved in efforts to extend its methodologies
to cover computer networks by rendering them as “cyberspaces.”

The gaps between discourse, code, and architecture have now been
bridged to the extent that it is crucial for us to understand issues such as
the legal ramifications of network architectures on free speech.! Today
public spaces for discussion include bits as well as bricks and boards. This
convergence of language and architecture has frequently produced an as-
semblage that fails like the Tower of Babel. Discourse specialists (linguists,
sociologists, legal scholars, political scientists) have not often enjoyed the
reputation of great designers of spaces and architectures. On the other
hand, artists, designers, engineers, and architects—renowned for their
abilities to envision and execute the configuration and mixing of spaces

1 Cf. Lessig (1999).
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and materials—have often been typified as inept in the skills of writing
and speaking. But we are now at a point in time when the future of the
public space depends upon the ability to mix discourse and architecture
in a new area of endeavor called discourse architecture.

Network architecture is the computer science of connecting machines
to machines. Information architecture is primarily practiced by librarians
and database and web designers to connect people to machines by mak-
ing it easy for people to find information on networked machines. Dis-
course architecture is the practice of designing environments to connect
people to people through networked computers. Or, more specifically, dis-
course architecture is the practice of designing networked environments
to support conversation, discussion, and exchange among people.

Prior work in this area includes that of the original Discourse Archi-
tecture Laboratory, a research group at Apple Computer.2 Closely related
is a large variety of work in Computer-Supported Cooperative Work
{CSCW), Computer-Human Interaction (CHI),? and Computer-Mediated
Communication (CMC). Mostrecently a number of research groups have
emerged to focus on what has been called social computing and socialin-
formatics. Groups of this sort now exist at a number of industry research
labs, universities and nonprofit organizations. Unlike many scholars who
work in CSCW and CMC, researchers in the area of social computing
have identified earlier work in architecture and urban design as useful and
interesting for the design of networked spaces. Discourse architecture is
an area of social computing in which environments for discussion are of
primary importance.*

The practice of discourse architecture entails two kinds of work: one
concerns the extension and use of methods from art and design; the sec-
ond employs and further develops ideas from the humanities and social
sciences. First, as a practice of design, discourse architecture concerns the
design and implementation of new computer network technologies for
discourse; that is, the means to shape the conversation that takes place
within a given system. Just as physical architecture facilitates certain ac-
tivities and inhibits others (compare, for instance, the exchanges sup-

2 Founding members of this research group at Apple included Dave Curbow, Paul Dour-
ish, Tom Erickson, Jed Harris, and Austin Henderson, with consulting help from Niklas
Damiras, Sha Xin Wei, Brian Cantwell Smith, and Helga Wild. See http://pliant.org formore
information about this group.

3 See especially Erickson, Herring, and Sack (2002) and Munro, Hook, and Benyon
(1999).

4 The following definition of discourse architecture is a direct outgrowth of the writing I
have done together with Susan Herring and Thomas Erickson. The following paragraphs
should be compared with our co-authored work on the subject (Erickson, Herring,and Sack
2002). However, Herring and Erickson may not agree with the version that appears here.
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ported by amphitheaters versus those supported by cafés), so do system
architectures facilitate certain types of conversations. For example, media
architectures like television broadcasting facilitate one-to-many exchanges
but do not directly support a democratic, many-to-many exchange be-
tween people. In contrast, the Usenet newsgroup network protocol, for
instance, does support many-to-many exchanges. Prior work exists in the
fields of architecture, urban design, and the arts.

Second, the criteria for evaluating any given discourse architecture de-
pends upon some means to critique the form, character, content, and ex-
tent of the supported discourse. Thus, discourse architecture is concerned
with the structure of conversation itself; that is, with how tbe utterances
of a conversation interrelate and build upon one another. Discourse ar-
chitects are interested in analytical techniques for identifying conversa-
tional structure and explicating the forces that shape it. Relatively little
research has been done to understand how network architectures influ-
ence existing patterns of discourse or facilitate new patterns. Further-
more, the work that has been done is spread across a wide array of hu-
manities and social science disciplines such as linguistics, literature,
theater, philosophy, anthropology, communications, computer science,
information science, political science, psychology, rhetoric, and sociology
and draws on diverse theories and methods. Consequently, the practice of
discourse architecture entails the extension, synthesis, and production of
new knowledge appropriate to disciplines of the social sciences, arts, and
humanities.

This chapter is an introduction to discourse architecture. It is an intro-
duction by example. First a new area of discourse is identified; an area
that will be referred to as very large-scale conversation (VLSC). It is usu-
ally conducted on the Internet through the exchange of e-mail. VLSC fa-
cilitates many-to-many exchanges among citizens across international
borders. I argue that VLSC poses a fundamental challenge to existing so-
cial science methodologies because it constitutes a different scale of con-
versational interaction, a scale that has not been previously addressed by
social science. I propose a computationally enabled means to understand
and theorize VLSC and illustrate this proposal with a prototype piece of
software, the Conversation Map. Finally, I argue that the Conversation
Map is not just a tool but also a technology of the self, a means of self-
reflection.

Very Large-scale Conversation

On the Internet there are now very large-scale conversations in which
hundreds, even thousands, of people exchange messages across interna-
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Figure 1. Mozilla News—a typical, contemporary view of VLSC
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tional borders in daily, many-to-many communications. VLSC is an emer-
gent communication medium that engenders new social and linguistic
connections among people. It poses fundamental challenges to the ana-
lytical tools and descriptive methodologies of social science previously de-
veloped to understand conversations of a much smaller scale.

VLSC is both a well-known phenomenon and, simultaneously, some-
thing as yet largely unexamined by designers and social scientists. On the
one hand, VLSC is well known in the form of busy Usenet newsgroups
and large, electronic mailing lists and weblogs.® For participants and ob-
servers alike, VLSC manifests itself as huge lists of messages in a conven-
tional e-mail reader like RN, Eudora, or Netscape Messenger.

On the other hand, VLSC is largely unexamined. What does it mean to
have a conversation that involves hundreds or thousands of people? Ex-
isting theories of conversation and discourse do not cover this scale of
conversation. Moreover, very little design work for VLSC has been done.
For example, why is VLSC usually represented as a long list of e-mail mes-
sages? Isn’t something better possible? In fact, with a better theory of
VLSC, better software for navigating VLSCs can be designed.

Detailed, micro analyses of face-to-face conversation usually involve a
very different kind of work and produce a very different type of research
result—that is, a very different type of knowledge—than do macroscale
analyses of discourses involving thousands or millions of people. This
micro/macro divide is a recurrent one in many of the social sciences and
has been widely discussed in, for example, economics and sociology.
Bridging this divide for the analysis of VLSCs is necessary because, on the
one hand, the phenomenon under examination is macroscale by defini-
tion, but, on the other hand, one of the most ethically important motiva-
tions for analyzing VLSCs is to give participants a means to find their way
and locate their position in a VLSC. Consequently, standard social scien-
tific methods of dealing with macroscale phenomena by working with
norms and averages are unworkable because they risk effacing the con-
tributions of particular individuals.

I will argue that a bridge can be found between micro- and macroscale
analyses of online conversations. This bridge is the lexicon or what might
be called the “thesaurus” of a group conversation. On the micro scale,
contributions to a conversation are judged to be coherent and cohesive
partially according to whether or not they are taken to be “on topic” by
the participants. Knowledge of deviation or convergence with a given
topic is based on knowledge of a lexicon; that is, according to the rela-

5 Readers unfamiliar with these forms of online exchange might be interested in explor-
ing http://www.google.com/grphp, an index of tens of thousands of Usenet newsgroups;
http://groups.yahoo.com/, a selection of tens of thousands of web-based discussion groups;
and/or http://blogdex.net/, an index of thousands of weblogs.
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tionships between and the definitions of words. But, over the courxo of
the lifetime of a group, new (e.g., slang) words are coined, scne wids
gain new meanings, and others lose their currency, their connoistions s1-r
the controversy that surrounds them. Thus, conversation both cdlepuiz= s
upon and changes the lexicon or “thesaurus” of a group.

This conceptualization of VLSC—as the substrateand catalyst of con = -
munity—is concordant with a large amount of work 10 socielinguisic:=s
and the sociology of knowledge. Roughly speaking, what chara ctenze:-s
many of these sociolinguistic and sociological approaches to Coiverrsatpm
and discourse is this: through the production and reproduction o £ ¢ vues
of speaking and/or writing about certain pivotal subjects, a2 zroupi: s
formed and distinguishes itself from other groups. Thus, chemists ir. e
eighteenth century distinguished themselves from alche mists by d eveinp-
ing a new discourse that we now recognize as the scienc: Of iemisa.
Rather than talking about water as an essential element, chemists tak o= £
the combination of hydrogen and oxygen. So, a new way of s peak inganc=1
writing simultaneously produces a new group {e.g., chemists ) and unrv—-
els or divides itself from a preexisting group (e.g., alchemists).

A way of speaking and writing (re)produces limits and possibilities o = r
the way a subject can be spoken and/or written about and, simultae=-
ously, (re)produces a social structure (e.g., a group or communicy). Thi - s
way of thinking about the process and product of verbal intecactioni s
well known in, for instance, conversation analysis.é This way «f descrive-
ing the product or production of written and conversational ‘ocnista . 5
been termed “a discourse” by various European “continental” thyeontsss:

[Clontinental discourse theorists such as Foucault, Lyotard, Deazeice. FPéchases,
and De Certeau tend to use the term “discourse” to refer to relaively will -
bounded areas of social knowledge. So, at any given historical ¢ ciricrire, Bz
is only possible to write, speak, or think about a given social object madmess,
for example) in specific ways and not in others. “A discoursec™ w»nld rhermy
be whatever constrains—but also enables—writing, speaking, «»d thicln._ 33
within such specific historical limits. Thus while a discourse can bz :xoughice»t
as linguistic in one sense, it also has to be treated in terms of the ccrditinucms
possibility of knowing a specific social object. (McHoul 1994: 944-4 5)

6 Harvey Sacks, the inventor of conversation analysis, provides szve:al exargsles vithm 2
coconstruction of a lexicon and a social group: “Now if we can taxe itihat 23y eitarar
*hotrodders’ is a category thatis by and large employed by kidsto ¢haractcriz itaemeshs ==,
and whose use, to some considerable extent, they enforce, and whaiss rrpeme 4 thes -
force, and obviously it’s, at least to some extent, a category that redefilices perivas can e,
then at least one of the initial questions we might ask is: Why should it be theiause tha==c
leastsome people who go about doing kinds of rebellion, do it by formul aciry (Lemube=s
as a particular type? That is, why do they setup a type? Why don': they trv tcrizaka derx-
selves observable as ‘individuals,’ so to speak?” (1992: 1:172).
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From this continental perspective it is therefore possible to talk about, for
instance, “the discourse of chemistry.” This usage of the term “discourse”
(i.e., the use of the term discourse preceded by a definite or indefinite ar-
ticle like “the” or “a”) is sometimes at odds with or appears more or less
incomprehensible to practitioners of other sorts of Anglo-American forms
of discourse analysis.”

In her book that compares and contrasts six different Anglo-American
approaches to discourse analysis (speech act theory, pragmatics, ethno-
methodology, interactional sociolinguistics, ethnography of communica-
tion, and variation theory), Deborah Schiffrin (1994: 339) states: “Dis-
course has often been viewed in two different ways: a structure, i.e., a unit
of language that is larger than the sentence; and the realization of func-
tions, i.e. as the use of language for social, expressive, and referential pur-
poses.” In other words, from an Anglo-American perspective, “dis-
course” is a name for a sequence of sentences (a structure) or a certain
kind of language use (a function). But from a European, continental per-
spective, “discourse” is the result of either language use or the back-
ground conditions or context for a given sequence of sentences. Borrow-
ing the trope of “figure/ground” from art history, one might say the
difference becween scholarly approaches to discourse analysis arises from
the use of the term discourse to describe figure versus its use to describe
ground. Or, alternatively, the conflict involves the use of discourse as a
name for text versus its use as a name for context.

Rather than sort out this knotty conflation and conflict of terminology,
I will try to find a way around it. From a continental perspective, one
might talk about how a VLSC produces or reproduces a given or new dis-
course. From an Anglo-American perspective, one might say thata VLSC
is a discourse. Instead, I will simply state that a VLSC produces, repro-
duces, and relies on a set of social and semantic relationships. In the lan-
guage of mathematics, one might say that there exists a mutually recur-
sive relationship between a VLSC and a set of social and semantic
networks. Or, one might say, the coherence of a VLSC depends upon so-
cial and semantic background knowledge, but this background knowl-
edge is also, at least partly, a product of the VLSC.

Three Dimensions of Conversational Commonsense

For conversations of a smaller scale (i.e., smaller than VLSC), it is possi-
ble to see when the background knowledge of a conversation is being

7 Some of the practical implications of these incommensurable differences between
Anglo-American and European approaches to discourse are described in Pennycock (1994).
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abused or flouted. Commonsense, conversational background knowledge
can be described in a variety of ways: as a set of common associations and
common terms, as a set of social and semantic networks, or—as will be
elaborated below—as a set of metafunctions named interpersonal, tex-
tual, and ideational by Michael Halliday (1994: 179).

Divergences or differences of routine, conversational background
knowledge can produce misunderstandings and conflict, but they can
also produce comedy. Consider the following one-finer from comedian
Stephen Wright: “I was driving down the highway one morning andI saw
a billboard advertising a restaurant that said ‘Breakfast any time’ so I
stopped and ordered French toast in the Renaissance.” The social coher-
ence of a group underwrites conversation and depends upon a number of
things. Semantics is just one of these things, but Wright's joke illustrates
how the production of common terms—a shared semantics—is impor-
tant to conversation.

If the terms of conversation are followed, but the conventional turn-
taking “rules” are not, another sort of nonsense is produced. Lewis Car-
roll (1960: 97) illustrates the “rules” of riddles when he has the charac-
ters of Wonderland violate them:

“Have you guessed the riddle yet?” the Hatter said, turning to Alice again.
“No, I giveitup,” Alice replied: “what’s the answer?”

“I haven’t the slightest idea,” said the Hatter.

“NorI,” said the March Hare.

Alice sighed wearily. “[ think you might do something better with the time,”
she said,

“than wasting it in asking riddles that have no answers.”

The common terms and rules of conversation are tightly coupled in the
production of the cohesion of a conversation. When the cohesion is de-
liberately undone, the conversation is unhinged, as this snippet from Eu-
gene Ionesco’s (1958) absurdist play The Bald Soprano illustrates. Sud-
denly, in this dialogue sequence, all of the people being discussed are
named Bobby Watson:

MRs. SMiTH: But who would take care of the children? You know very well that
they have a boy and a girl. What are their names?

MR. SmiTH: Bobby and Bobby like their parents. Bobby Watson’s uncle, old
Bobby Watson, is a rich man and very fond of the boy. He might very well
pay for Bobby's education.

MRs. SmiTH: That would be proper. And Bobby Watson’s aunt, old Bobby Wat-
son, might very well, in her turn, pay for the education of Bobby Watson,
Bobby Watson’s daughter. That way Bobby, Bobby Watson’s mother, could
remarry. Has she anyone in mind?
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MBR. SMITH: Yes, a cousin of Bobby Watson’s.

Mgs. SMiTH: Who? Bobby Watson?

MR. SMITH: Which Bobby Watson do you mean?

MBRs. SMITH: Why, Bobby Watson, the son of old Bobby Watson, the late Bobby
Watson’s other uncle.

Obviously, writers and comics know and bend the common terms and
rules of conversation in order to produce these sorts of effects. Using in-
sights of this sort, scholars like Roman Jakobsen (1985) have been able
to explain the linguistic workings of avant-garde artistic literature, but the
wittiness of more common performances also often depends upon an ex-
plicit understanding of how conversation engenders social cohesion and/
or how the norms can be manipulated to reveal or break the underpin-
nings of social cohesion.® It is equally as obvious that anyone who finds

8 In linguistics there exists a principle called Ziff’s Law (Ziff 1960). Ziff’s Law is the ob-
servation that any arbitrary string can be interpreted as a proper name. This is often men-
tioned as a serious difficulty for the construction of computer programs to parse natural lan-
guage texts. However, it is also the main observation underlying Bud Abbott and Lou
Costello’s famous “Who’s on first?” skit first performed on the Kate Smith Radio Hour in
1936:

CosTELLO: Look Abbott, if you're the coach, you must know all the players.

ABBO1T: I certainly do.

CosTELLO: Well you know I've not met the guys. So you'll have to tell me their names,
and then I'll know who’s playing on the team.

ABBOTT: Oh, I'll tell you their names, but you know it seems to me they give these ball
playets now-a-days very peculiar names.

CosTELLO: You mean funny names?

ABBOTT: Strange names, pet names . . . like Dizzy Dean ...

CosTELLO: His brother Daffy

ABBOTT: Daffy Dean.. . .

CosTELLO: And their French cousin.

ABBOTT: French?

CosTELLO: Goofé

ABBOTT: Goofé Dean. Well, let’s see, we have on the bags, Who's on first, What’s on sec-
ond, I Don’t Know is on third . . .

CosTELLO: That’s what I want to find out.

ABBOTT: I say Who’s on first, What's on second, I Don’t Know’s on third.

CosTELLO: Are you the manager?

ABBOTT: Yes.

CosTELLO: You gonna be the coach too?

ABBOTT: Yes.

CosTELLO: And you don’t know the fellows’ names.

AsBoTT: Well I should.

CosTeELLO: Well then who's on first?

ABBOTT: Yes.

CosTELLO: I mean the fellow’s name.

ABoTT: Who.
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these manipulations funny or absurd has a set of well-developed intuitions
about the rules and terms of conversation: the commonsense knowledge
of conversation.

Each of the comedic examples above illustrates a different metafunc-
tion of language. According to Michael Halliday (1994: 179), language
has at least three meta-functions: (1) ideational: language can represent
ideas; (2) interpersonal: language functions as a medium of exchange be-
tween people; and, (3) textual: language functions to organize, structure,
and hold itself together; this function allows the various devices of cohe-
sion, including citation, ellipsis, and anaphoric reference, to be used. The
Steven Wright joke shows what can happen when the ideational meta-
function breaks down. The selection from Alice in Wonderland illustrates
the breakdown of the interpersonal metafunction. And in Ionesco’s dia-
logue, the textual metafunction is thwarted by a breakdown of lexical
cohesion. The point of these examples is simply to give examples of
what might be considered the three different dimensions of commonsense
knowledge about conversations that must be in place fora conversation—
and so, transitively, a group of interlocutors—to hold together.

When one or all of these sorts of conversational background knowledge
fall apart, the result can be funny.’ But by citing only the absurd and the
comedic, it is difficult to picture what can be lost if the terms or rules of
conversation are questioned or broken. While these questions and breaks
can be funny, they can also arouse anger or mistrust.

Harold Garfinkel (1967: 43—44) asked his students to document this,
the breakdown of common terms assumed in conversation; that is, to
document the breakdown of the ideational metafunction. In the course
of everyday conversation, Garfinkel’s students questioned the assumed,
common terms. The results were graphic. In the following accounts,
Garfinkel’s students play the role of the so-called experimenter (E).

The subject was telling the experimenter, a member of the subject’s car pool,
about having had a flat tire while going to work the previous day.
(S) I had a flat tire.

CosTELLO: The guy on first.

ABBOTT: Who.

CosTELLO: The first baseman.

ABBOTT: Who.

CosTELLO: The guy playing . ..
ABBOTY: Who is on firsrl

CoOSTELLO: I'm asking you who’s on first.
ABBOTT: That’s the man’s name.

? The violation of these sorts of commonsense knowledge can be seen as funny, ascan
the violation of a large variety of everyday expectations. See Freud (1960).
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(E) What do you mean, you had a flat tire?

She appeared momentarily stunned. Then she answered in a hostile way: “What
do you mean, ‘What do you mean’? A flat tire is a flat tire. That is what I
meant. Nothing special. What a crazy question!”

“On Friday night my husband and I were watching television. My husband re-
marked that he was tired. I asked, ‘How are yon tired? Physically, mentally,
or just bored?’”

(S) 1 don’t know, I guess physically, mainly.

(E) You mean that your muscles ache or your bones?

(S) 1 guess so. Don’t be so technical.

(After more watching)

(S) All these old movies have the same kind of old iron bedstead in them.

(E) What do you mean? Do you mean all old movies, or some of them, or just
ones you have seen?

(S) What’s the matter with you? You know what I mean.

(E) I wish you would be more specific.

(S) You know what I mean! Drop dead!

The victim waved his hand cheerily.

(S) How are you?

(E) How am 1 in regard to what? My health, my finances, my school work, my
peace of mind, my . ..?

(S) (Red in the face and suddenly out of control.) Look! I was just trying to be
polite. Frankly, I don’t give a damn how you are.

These examples make the risks clear. By questioning the common terms
of conversation, the students threaten the social contracts, or at least the
smooth functioning, of various small groups of people: the car pool, the
marriage, the friendship.

Questioning the common terms—the ideational metafunction of lan-
guage—has risks. Analogously, there are risks to questioning the textual
and interpersonal metafunctions. Using an ethnographic methodology,
John Gumperz and his colleagues have documented how the textual and
interpersonal metafunctions of language can break down in cross-cultural
conversational situations. Consider the following utterances spoken by a
Malaysian-born Indian immigrant in a London Adult Education class dis-
cussion about mortgages: “Mortgages. If you are to buy a house. Who
can get and who cannot get. What assumptions we made, what? If you
work. If you don’t work, can you get a mortgage?” Gumperz et al. com-
ment on tbis example: “the difficulties here are in following the connec-
tions that are being made, and consequently in understanding the inten-
tion of the final questions. [The] example starts with a string of noun

. 1 . . [Egs P |

. anwlan Toakha Lonl muvnntine
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intended to elicit a review of the assumptions made at another time, or is
it the commencement of discussion of the topic of ‘who can get and who
cannot get' a mortgage?”

Of course, the “difficulties” that Gumperz et al. mention are their dif-
ficulties, not the difficulties of the speaker or her audience, who are also,
largely, English-speaking Indian immigrants. Gumperz et al. show how
the structures and resources of grammar, prosody, and i tonation of
Hindi, Urdu, Punjabi, Gujerati, and Marathi are employed to join to-
gether multiple sentences when speakers of these North India n languages
speak English. Thus, the difficulties in resolving the cohesion are mostly
difficulties for Anglo-American English speakers, not English-speakingIn-
dians and Pakastanis. Consequently, even in a situation where the lan-
guage being spoken is English and everyone in the situation is perfectly
fluent in English, cross-cultural ties cannot, at times, be crea ted because
the textual and interpersonal metafunctions are produced very differently
by members of different cultural groups.

This can have grave repercussions in legal, medical, and employment
situations. In such situations bilinguals are sometimes thought to not be
telling the truth because their testimony seems to be self-contradictory
when interpreted by monolinguals; or the bilingual does not receive the
medical care they need because the doctor does not understa nd them; or
the bilingual does not get the job because the monolingual thinks the bi-
lingual is hard to understand. In other words, in such situations—unlike
the example situations of Garfinkel—the social fabric of a group is not
ripped; rather, the group or social relationship is never threaded together
or is clipped off right from the start.

Obviously the ideational, interpersonal, and textual relations estab-
lished through inter- and intracultural conversational interactions do
not remain static. Some groups become closer knit over time. Others fall
apart. Intercultural, multilingual interactions can produce creoles and
new forms of intelligibility; or, unfortunately, such situations can d eteri-
orate through repeated miscommunication, and so cross-cultural conver-
sation can become more and more difficult. To understand these shifts it
is necessary to understand how a series of conversational interactions add
up and thereby influence the performance of the metafunctions of lan-
guage. For instance, how can good first impressions make interactions
thereafter easy? How can a set of misunderstandings lead to diminished
rapport between people who have gotten along for years?

The Micro-Macro Divide

It is quite easy to roughly characterize the difficulties of visualizing VLSC

ae a evihetrars and ratalver Far cammuninr Tric 2 chicken and aoo” wmronh-
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lem. The communities of VLSC—and thus, also, the conversational com-
mon sense of the community—do not preexist the VLSC except in some
very vague manner. The texture and ideas of online communities come
through collective actions and individual interactions, but it is difficult to
see how a multiplicity of such (inter)actions might add up to, for instance,
a coherent conversation, or what in continental theories might be called
a discourse. The difficulty is what social theorists often refer to as the
micro-macro problem: how can a large number of individual interactions
add up to a larger social or political force and, vice versa, how does a
larger social force act on small-scale, even intimate interactions?

Social theory has been in general terms concerned with different levels of analy-
sis. In economic theory we are familiar with the idea of micro and macro eco-
nomics to describe these different levels. Micro economics is concerned with
the economic activity of individual economic units such as the household.
Macro economics considers the behavior of the economy as a whole. Political
science and sociology also work with such a distinction. In commonsense terms
the micro level is the level of everyday interaction typically involving face-to-
face negotiation between individuals. By contrast the macro level refers to the
global structure of societies, and the analysis of major institutions such as the
interface between the economy and politics; it also deals with large-scale col-
lective action such as global social movements. The majority of social theorists
recognize implicitly some form of this distinction, and various social theories
have attempted to explicate the relarionship between the micro and macro lev-
els. (Turner 1996: 222).

Just as there is a micro-macro divide in economics andsociology research,
there is also a micro-macro divide in discourse and conversation analysis
work. The great majority of work done on conversation, by linguists and
sociologists, consists of micro analyses of interactions between a small
group of people. For example, work in conversation analysis often ex-
amines interactions between two or three people (e.g., Sacks 1992).
Larger-scale work includes analyses of individual classrooms or small
group interactions involving ten, twenty, or thirty people (e.g., Sinclair
and Coulthard 1975). But large-scale work in examining interactions
among hundreds or thousands of people, for instance, in online news-
groups or interchanges in scientific literatures, usually effaces so many of
the rich language details that microanalyses take particular care with that
these large-scale investigations are a completely different species of work.
These studies are, in other words, macro analyses, and it is difficult to see
whether or how they complement the work of micro analyses. Histori-
cally, the most expedient thing to do has beena to choose either a micro-
or a macroanalysis methodology and then ignore the results of the other.
However, this is not an option for VLSC because it is large scale, thus
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macro, in size, but its rich details are what makes it a conversation rather
than just, for example, an “information superhighway.”

For instance, recent work by Steve Whittaker, Loren Terveen, WillHill,
and Lynn Cherny (1998) on the dynamics of massive interaction anuly>zes
the headers (the to:, from:, references:, etc. forms) of several milllion
e-mail messages to investigate online conversational dynamics, bu: chey
do this analysis by completely ignoring the contents of the messages. Ar-
guably, this sort of methodology—Tlike a lot of work in sociology on so-
cial networks (e.g., Wasserman and Galaskiewicz 1994) and cocitation
analysis (e.g., Garfield 1979)—is an exploration of some o f the interpoer-
sonal dimensions of the medium of VLSC, but it leaves untouched the rex:
tual and ideational relations established or broken by VLSCs. Since the
production and reproduction of social groups through VLSCisa function
of at least all three of these aspects of language (the interpersonal, the tex-
tual, and the ideational), a strictly social network~based examination
(whois responding to whom) is not sufficient as a complement to deta iled
microanalysis work.

Conversely, much other large-scale work has been done on text corp ora
that reveals recurrent patterns of ideational and textual relations but ig:
nores how a series of texts can produce or reinforce a social netwer k, 2
set of interpersonal relationships. For example, corpus-based, comp uta-
tional linguistics work has developed technologies for automaticallycom-
piling rough-draft thesauri given a large archive of texts;!0 or, givern an
archive of tagged and bracketed texts, machines have been developed to
automatically generate a grammar and a parser;!? or, given aset of texts
that mention many of the same people or places, some newly develo ped
machines can now automatically hyperlink the texts so that entitiesin ont
text are automatically connected to mentions of the same entities in o ther
texts.!2 Many of these same techniques have been taken up by soci alo-
gists of science working in the area of actor-network theory (e.g., Law and
Hassard 1999). For example, Geneviéve Teil and Bruno Latour (1995) de-
scribe a machine that uses measurements of conditional probabilitv and
mutual information to automatically compile a rough-draft thes2ears
from a corpus of scientific abstracts.'3

The difficulty with visualizing the conditions and productions of VILSC
is therefore the following. Even though it would be ideal to simply “scale

10 For contemporary work, see Grefenstette (1994); Hearst (1998); Harabagis and
Moldovan (1999). For the history of this field, see, for example, Soergel (1974).

11 See, for example, Magerman (1994).

12 See Bagga, Baldwin and Shelton {1999); Green (1997}.

13 Teil’s and Latour’s work is one of the latest outgrowths of a long line of such com
puterized text analysis work (on co-word analysis) conducted at the Centre de Sociologied:
I'Innovation, Ecole des Mines de Paris. See also, for example Callon, Law and Rip (1 986!
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up” the methodologies of the micro analysis of conversations and dis-
course, such methodologies can no more be scaled-up than the rich in-
sights into bird flight gathered by a keen-eyed ornithologist can be scaled-
up to analyze the dynamics of jet airplane travel. This is because these
microscale analyses require too much of the analyst. Often a micro analy-
sis of a conversation demands that the analyst identify the intentions of
the participants; this is nontrivial if not impossible to do for a discussion
that involves thousands of people.

Moreover, previous attempts to create theoretical tools for the exami-
nation of large text corpora have often neglected one or another meta-
function of language (e.g., the interpersonal, the textual, the ideational)
that is clearly important for conversational interaction. These large-scale
theories of language are not adequate as large-scale theories of conversa-
tion because they leave out too many details. Large-scale work tends to
fall into either (a) a social network type of work, which usually leaves out
a lot about the contents of the text or talk exchanged; or (b) a corpus-
based linguistics style of work that tends to overlook too much of the in-
terpersonal or social structure of the texts examined. If, however, these
two differentstyles of macroanalysis could be combined, then a richer pic-
ture of the combined social and semantic (re)productions of VLSC could
be painted.

Thesauri and Conversational Common Sense

If these different sorts of macroanalysis (social network—based and com-
putational linguistics~based) are to be connected together, a linkage point
must be found. By looking at the history of discourse analysis, a linkage
point can be found: it is the thesaurus.

In the first essay in linguistics to mention discourse analysis, Zelig
Harris (1952) provided a rough-draft version of this linkage point. Har-
ris explained that the key to discourse analysis is to find corpus-specific
equivalencies:

Suppose our text contains the following four sentences: The trees turn here
about the middle of autumn; The wees turn here about the end of October; The
first frost comes after the middle of autumn; We start heating after the end of
October. Then we may say that the middle of autumn and the end of October
are equivalent because they occur in the same environment (The trees turn here
about—), and that this equivalence is carried over into the later two sentences.
On that basis, we may say further that The first frost comes and We start beat-
ing occur in equivalent environments. (1952: 6).
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In the Anglo-American traditions of disceurse analysis, no one ha s fol-
lowed up on Harris’ work.'* However, the description provided by Har-
rison how to find “equivalencies” is a technically unnuanced descri ption
of the sort of work that some researchers in contemperary, corpus-b> ased,
computational linguistics have undertaken to automatically generate or
extend thesauri. Harris’s insight about what he called his “distributionl
analysis of discourse” was that regularities within a given discourse , ren-
dered as “equivalencies,” could be descriptive of the culeural specfi cines
produced and reproduced within a given discourse. By blending the tech-
nology of contemporary corpus-based linguistics with Harris's insigght,
is possible to use this insight as a pivot point through which different inds
of macro analysis connect together with the concerns of micro analy sis of
conversation.

Consider the following conversational exchange:

A: What sorts of fruit do you like?

B: Oh, apples and bananas.

A: What about strawberries? Do you buy them when they're in season?
B: No, I don't really like berries.

To find the lexical cohesion between the statements in this exchange, itis
necessary to know that apples, bananas, strawberries, and ber riesin gen-
eral are all kinds of fruit. Knowing this, it is possible to say that this sha
sequence concerns fruit, but it is also possible to say that A and B have
had a verbal exchange concerning fruit. In short, thesaurus-like kexowl
edge about fruit provides a means for more specifically describing pter-
personal and textual relations of the conversation.

Within the micro analysis specialty of conversation analysis, sch olars
have noted the key role that thesaurus-like knowledge of catrgories plays
in the construction of coherent sequences of dialogue. Fer instan<e, in
elaborating his theory of categories, the inventor of conver:ation a naly-
sis, Harvey Sacks, provided the following definition and example:

Sacks refers to activities which imply identities as category-bound acci vitics
(CBAs). His definition is as follows. Category-bound activities: “rmany activ-

14 «_, . with Chomsky’s appropriation of the notion of transformations as an int raser-
tential feature, and with the overwhelming dominance oflinguistics by the transforma tionil-
generative movement which Chomsky came to lead, Harris’ early atternpt with long
stretches of texts was not followed up, and the models of discourse analysis described belox
[discourse analysis as influenced by Michael Halliday and conversatian ana lysis a5 infle
enced by Harold Garfinkel] cannot be seen as direct developments of Harriss modd
(Malmkjaer 1991: 100-101). However, Michel Pécheux and his colleagues and stud entsn
France did attempt to use Harris’s (or at least Harris-like) insights to examirie difie renx,
and similarities between specific discourses. See, for instance, Pécheux (1995) .
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ties are taken by Members to be done by some particular or several particular
categories of Members where the categories are categories from membership
categorization devices” (Sacks 1992: 249). CBAs explain why, if the story read
“The X cried. The Y picked it up,” we might have guessed that X was a baby
and Y was a mommy. Crying, after all, is something that babies do and pick-
ing up (at least in the possibly sexist 1960s) is something that mothers did. (Sil-
verman 1998: 83)

Similar observations about the key role of semantic and pragmatic as-
sociations for given terms in the construction of the coherence and cohe-
sion of texts were realized within some work in computational linguistics
(cf. Carbonell 1980). However, this computational linguistics work, like
most other non-Harris-like computational work on discourse analysis,
has been—for all practical purposes—a methodology of micro analysis
of conversation and discourse.!?

What has been left unexplored is the fact that there now exist empiri-
cal methods applicable to large-scale corpora that can provide a means
for documenting the emergence of categories of terms, what Harris called
equivalencies between terms. But, it is not the case that these new tech-
niques from corpus-based linguistics can automatically bridge the theo-
retical chasms dividing micro from macro conversational analysis and
social-network versus computational-linguistic macro analyses. One more
theoretical insight is necessacy: even as much as the textual and interper-
sonal relations are influenced by the ideational relations (i.e., the seman-
tic links articulated in thesaurus-like compilations), the inverse is also
true. In other words, the social and semantic aspects of VLSC are related
in a mutually recursive manner: ideational — textual — interpersonal —
ideational -+ . ...

From the word usages (what Ferdinand de Saussure would call parole or
what Noam Chomsky would call performance) in a corpus of texts, a set
of equivalencies and thus a rough idea of semantic relations between
terms can be derived with the procedures of corpus-based, computational
linguistics. These equivalencies can be compiled as a kind of rough draft
thesaurus. The categories and equivalencies in the thesaurus have, in turn,
an influence on how cohesion (i.e., textual) and social (i.e., interpersonal)
relations are labeled. By looking at which terms are important to a con-
versation (i.e., which terms label a large number of social and cohesion
relations present in a corpus of multiauthored texts, (such as an archive

15 Most “discourse analysis systems” that have been built in the fields of artificial intel-
ligence and computational linguistics have been very elaborate productions constructed to
illustrate the analysis of interchanges that can be transcribed into one or two pages of text
(e.g., Allen et al. 1996).
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of email messages), one can get a feel for which parts of the xcighn-drizm.
thesaurus are important. The ways in which these highlighred eisne=nt g
the rough-draft thesaurus are “spoken about” by members ot the: (o4
versation provide a means for characterizing the conversaticn 54 wyhol__.
Thus, for instance, a conversation that associates water wit I kvc¥ro0mn
and oxygen might be characteristic about a conversatior ¢t cheamignmr
rather than a conversation about alchemy.

As conversations and so cultures and common sense evolv e, s o =
thesauri that can be derived from them. This is true too of mr: 0 £l _,
hand-compiled reference works.'6 Very large-scale convareation i smm
eclectic domain because, as it is currently practiced on the Intere «, pu—-
ticipants can come from a wide diversity of cultural background: and:=
what is or is not commonsensical cannot be enumerated befo> reharid. e
understanding of VLSC requires a perspective that allows cne w see, ="
instance over the course of a long-term conversation, how commora sense=
is produced, reproduced, extended, and changed by a group o £ poe ritially=-
culturally diverse participants. The political philosopher Antonio &Grzr—-
sci gives us just such a picture of common sense: “Every social strauimm
hasits own ‘commonsense’ and its own ‘good sense,” which are ba sicell=
the most widespread conception of life and of men. Every philsso phia
current leaves behind a sedimentation of ‘common sense’: this isth.e dx-—
ument of its historical effectiveness. Common sense is not somethin g rigicil
and immobile, but is continually transforming itself, enrichin g itscl £ wiimm
scientific ideas and with philosophical opinions which have entzed ordi—
nary life. . . . Common sense creates the folklore of the futre, thaticis
a relatively rigid phase of popular knowledge at a given place and tine™
(Gramsci 1971: 326, as cited in Hall 1982: 73).

From this perspective, common sense is accumulated and transf ormecll
through the process and productions of science, philosophy, and other—
powerful conversations, discourses, and practices. This is a perspecive=
that has been useful for understanding the workings of older medize
(newspapers, television, film) and could be of use to understand and de—-
sign for new forms of mediation like VLSC.17

16 The literary theorist Roland Barthes speaks of the contents of reference boeks, likethe—
sauri, as “cultural codes™ central to the process of reading. “The cultural codes, v hichite=
extremely numerous and heterogeneous, to a very large degree subsume all the other cie —
gories. They speak the familiar ‘truths’ of the existing cultural order, reprat what has‘al —
ways been already read, seen, done experienced.’ . . . Barthes underscores thediscusive>
basis of the ‘reality’ to which cultural codes refer by equating it with ‘the seto € severs oregh &
handbooks accessible to a diligent student in the classical bourgeois educational systen”=
{Silverman 1983: 241, 274).

17 According to Stuart Hall (1982), Anglo-American media studies of the eally twenti —
eth century saw the media (newspaper, television, etc.) as producers of content that ‘re ~
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Maps of Very Large-scale Conversation

Discourse architecture entails two kinds of work: (1) the design and im-
plementation of new computer network technologies for discourse, that
is, the means to shape the conversation that takes place within a given sys-
tem; and (2) the production and employment of analytical techniques for
identifying conversational structure and explicating the forces that shape
it. This chapter has, so far, discussed only the second kind of work.

I have argued—following Michael Halliday—that conversational com-
mon sense has at least three crucial dimensions: the interpersonal, the tex-
tual, and the ideational. Using examples from art, comedy, and sociology,
I have illustrated how the breakdown of conversational common sense
can have effects both comedic and/or dire for social cohesion. I have
hinted how new and old thinking about thesauri gives one insight into the
constitution of conversational common sense. Finally, I have asserted—
with Antonio Gramsci and Stuart Hall—that common sense is an “ac-
cretion” dynamically produced and transformed by the groups that it
links: conversational common sense is defined in a mutually recursive re-
lationship with the social group that invents and reproduces it.

To illustrate the other aspect of discourse architecture—the design and
implementation of new computer network technologies for discourse—I
present a system, the Conversation Map, designed to visualize the three
dimensions of VLSC common sense and its emergence and transforma-
tion. The Conversation Map system accepts a corpus of hundreds or thou-
sands of e-mail messages and analyzes those messages using a set of com-
putational linguistics and sociology techniques to generate a summary of
the messages that includes (1) who is reciprocally replying to or quoting
from whom—i.e., theinterpersonal dimension of the conversation; (2) the
themes of discussion that are important to the conversation embodied in
the messages—i.e., the textual aspect of the conversation; and (3) what
can be understood as some of the emergent definitions or metaphors of
the discussion that are apparent if, in a certain sense, all of the partici-
pants’ language inscribed in the text—i.e., the content—of the e-mail
messages is analyzed and summed together. This last aspect is performed
through the automatic calculation of a rough-draft thesaurus from the

flected” the “common sense” of the larger public. The media was said to objectively write
down and distribute the consensus, or sensus communus, that was produced by the public
independent of the media. Hall argues that, later, media studies came to recognize the
media’s role in producing, rather than simply reflecting, community values and common
sense. By being the only “voice” that could reach across the nation and even across the
world, the electronic and print media framed public discourse, and thus public “common
sense,” simply through the editorial choice of which stories should be broadcast and which
should be left untold.
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written content of the e-mail messages. In shert, the Conversation Map is
designed to make the three dimensions of VLSC cornmors sense visible:
the interpersonal, the textual and the ideational. More specificand tech-
nical descriptions of the Conversation Map system can be found else-
where (Sack 2000, 2002). Here we will examine a few excamples of the
maps that were automatically generated by the systern.

One unprecedented activity that the Internet has made possible is the
debate about international politics by ordinary citizens in clifferent coun-
tries on a daily basis in a public “space” where people do ot necessarily
know one another before the debate begins. Such debates >ccur regularly
in weblogs, listservs, and Usenet newsgroups. The followingz examples are
all drawn from public, Usenet newsgroup discussiens, ancl they all illus-
trate ways of understanding these new horizontal, transa:t yonal relations
conducted by “citizen diplomats.”

The first map (fig. 2) was generated from several hunclred messages
posted to the Usenet newsgroup soc.culture.palestine during the period
August 1-7, 2001. The upper left corner of themap displa y's asocial net-
work. Nodes in the network are message authors. A link bbetween nodes
indicates that two authors have mutually responded t¢ zand/or quoted
from one another. Note the visible evidence of a relatively tight-knit
group: there is one large cluster of authors with only a couiple of author
pairs floating off to the side. The upper center menu lists a series of dis-
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Figure 2. soc.culture.palestine during the period August 1-7, 2001
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cussion themes that the Conversation Map has counted in the bodies of
serially posted messages (message threads). Note that the terms “Arab and
Arabian” are counted as frequent themes of discussion. The upper right
corner displays the output of the automatic thesaurus computations:
terms that are linked are calculated to be potentially similar terms within
the VLSC. Here one can see that “Israelis” and “Palestinians” are counted
as possibly similar terms, as are “Jews” and “Arabs” and “lands” and
“peoples.”

Each of these three analyses (social network, themes, and semantic net-
work) are cross-linked with one another. This is built into the software so
that clicking on one panel highlights terms in the others. Thus, for in-
stance, clicking on a theme highlights that part of the social network in
which the participants have discussed the theme. The Conversation Map
illustrates how the interpersonal, textual, and ideational aspects of a
VLSC are interrelated and furthermore shows how a generated thesaurus
reveals some of the crucial equivalences under discussion by the group:
How are Palestinians the same as/different from Israelis> What makes
Jews like Arabs? To what extent does the definition of a people depend
upon a definition of land or country?

The next Conversation Map was generated from the same news group,
soc.culture.palestine, but messages were collected a few days later; mes-
sages analyzed for this map include those posted between August 4 and
11, 2001. In other words, there are some overlaps with the messages ana-
lyzed for the map in figure 2. In figure 3, one can see that the terms “Arab”
and “Arabian” have ceased to be central themes of discussion. The social
network has increased in size and fractured apart into several nonover-
lapping clusters, thus indicating that there is not just one conversation tak-
ing place but rather several in the same space, that is, the same newsgroup.
Note also the possible equivalence drawn between entities common to con-
ventional international relations—the posited equivalences between “gov-
ernment,” “nation,” and “state.” By comparing figure 2s and 3, one can
see how the VLSC of the newsgroup soc.culture.palestine changed over the
course of a week and a half.

Figure 4 is a Conversation Map generated from over one thousand mes-
sages posted to the Usenet newsgroup soc.culture.afghanistan in the time
period September 24-28; 2001. Note the highly fractured social net-
works. Note also the extremely generic semantic network including only
abstract terms like “state, “country,” “government,” and “people.” Un-
like Israel and Palestine, Afghanistan had, at the time, only one Internet
service provider. Writers knowledgeable about the specifics of Afghan-
istan are, consequently, relatively rare online. Itis highly unlikely that any-
one logged in from Afghanistan to post their side of the story to the news-
group. In other words, it may be possible that some of these newsgroups
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do support a truly new kind of cosmopolitan, citizen-centered diplomacy.
But what happens in these cyberspaces is also inflected by what is
happening offline. For U.S.-Afghani negotiations to take place in Usenet,
the necessary infrastructure for the Internet would hawe t exist in
Afghanistan.

The conversation maps in figures 2, 3, and 4 gra phica lly summarize
three collective productions achieved by groups of hundreds of people
over the course of several days of online conversation:

1. The social networks shown in the maps give some indication of the in-
terpersonal relations of the groups: they indicate how often and with whom
members of the groups are reciprocating messages.

2. The lists of calculated discussion themes are created from a computa-
tional analysis of the words that are quoted and repeatedly taken up in se-
quences of messages. Discussion themes are listed according to the number of
patticipants who have exchanged messages about the theme. T hus, the menus
in the figures above can be understood as representations of the intertextual
structure of hundreds or thousands of e-mail messagesandalsa as representa-
tions of a group's curreat focus: the themes listed at thetop ofthie list are chemes
addressed in the messages of many of the participants.

3. Finally, by parsing the contents of all of the messagesand recording which
words, specifically which nouns, are used in a manner similar to which other
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Figure 4. soc.culture.afghanistan during the period September 24-28, 2001

nouns (i.e., which nouns are written about like which other nouns), a rough-
draft thesaurus is computed for the group and partially displayed as a seman-
tic network. Two nouns are plotted next to one another in the semantic net-
work if, for instance, many participants have used the same set of adjectives to
describe them, have associated the same set of verbs with them, and collocated
them in messages alongside a similar set of other nouns. Thus, for example, if
in the text of many participants’ messages in a given discussion group two
words, like “building” and “argument,” are both repeatedly described as hav-
ing foundations (as being solid, strong, shaky, or weak; as collapsing, falling
down, or standing up), then they may very well appear next to one another in
the semantic network computed by the Conversation Map for that discussion
group. This semantic network can be read as symptomatic of the emerging syn-
onyms or metaphors that participants are in the process of collectively creating
or defining.

Note, however, that the procedure I have outlined above—keeping
track of and comparing the lexical contexts of each noun used in the dis-
cussion—does result in a set of many semantic networks. For discussions
of the size mapped in the figures above, this results in an analysis of sev-
eral thousand nouns. Although all of these semantic networks for the
thousands of nouns are computed by the Conversation Map, only one se-
mantic network is displayed: the semantic network that contains nouns
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frequently used as themes of discussion, and thus the nouns that are ar-
guably the current, collective focus of the group. Interestingly, in all three
maps, the noun “country” is within the groups’ collective foci.

The maps constitute representations of the VLSCs, but they also canbe
used as interfaces into the message archives. Another aspect of the Con-
versation Map thatis not discussed in this chapteristhe fact that the imaps
it outputs are executable as Java applets on the Web. They are therefore
in principle accessible to most of the discussion participants since they can
be viewed as web pages. By clicking on the various aspects of the maps,
one can see how each piece of the map is cross-indexed with other parts
of the map. Thus, for instance, clicking on a discussion theme will high-
light that portion of the social network that has exchanged messages
aboutthe selected theme. (See the main web site for the Conversation Map
to learn more about how the maps function as interfaces as well as rep-
resentations: http://www.sims.berkeley.edu/~sack/cm.)

Deliberative Democracy and the New Public Sphere

Is there a politics of very large-scale conversation? There are many such
politics, but large, many-to-many exchanges between citizens are of spe-
cial interest as new forms of deliberative democracy.

The most exciting and potentially revolutionary political application of a com-
puter conferencing system is the facilitation of the direct participation and
voting of citizens on important state or national issues. . . . Perhaps the first
operational use of computer conferencing systems to facilitate “participatory
democracy” will be]. W. Huston’s Constitutional Convention project in Hawar’i.
Funded by grants from local and mainland foundations, itis being designed to
establish 21 community centers throughout the stare to allow public participa-
tion in the 1978 Hawai’i Constitutional Convention. (Hiltz and Turoff 1994:
195, 197)

For at least a quarter century, many have been excited about the possi-
bilities of computer networks as a means of facilitating democratic par-
ticipation. Reviewing the area in the mid-1990s, sociologist Manuel
Castells (1997: 350) noted that local democracies appeared to be flour-
ishing around the world and that “When electronic means are added to
expand participation and consultation by citizens, new technologies con-
tribute to enhanced participation in local government.” Collections, such
as Tsagarousianou, Tambini and Bryan’s Cyberdemocracy (1998) docu-
mented how these experiments in local, online democracy were progress-
ing in Amsterdam, Athens, Berlin, Bologna, Manchester, Santa Monica,
and elsewhere.
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At the national level, there has been less interest in citizen-to-citizen
communication and more emphasis on delivering government services
and documents (tax documents, legal codes) to citizens via the Internet.
This understanding of the Internet as a one-way publishing and distribu-
tion network rather than as a many-to-many medium is due to a variety
of entrenched economic and political interests. It is interesting to compare
these political and technical efforts to produce the Internet, especially
the Web, as a one-way broadcasting medium with centralized control
with similar efforts that have been suffered over the course of the last cen-
tury, such as the re-creation of radio as a one-way medium (e.g., Neu-
man, McKnight, and Solomon 1997). In fact, it appears to be the case
that—as municipal web sites become more and more common—even
local governments seem most intent on supporting a one-way, “services”
model of information delivery rather than many-to-many deliberative
discussion.

Interesting and powerful exceptions do exist. For example, Stephen
Coleman and his colleagues at the Hansard Society have initiated online,
public forums to elicit public opinion and encourage democratic deliber-
ation on issues of national importance and communicated these results of
online deliberation to the U.K. Parliament.!8

Many of the political scientists and communications experts now ex-
ploring the area of online, democratic deliberation have been deeply in-
fluenced by philosopher Jiirgen Habermas’s (1991) conception of the
“public sphere” and its transformations over the past three centuries.!®
Habermas’ contention was that the public sphere constituted a set of
norms and forums (the newspaper, the café, etc.) that allowed bourgeois
society to meet and, through rational debate and deliberation, find con-
sensus. His diagnosis was dark: rational-critical debate largely disap-
peared in the twentieth century as citizens became consumers and so
consumption—rather than conversation—dominated the forums of the
public sphere. However, contemporary work in “community informatics”
has proceeded with the hope that computer networks can provide a basis
for a renewed public sphere where deliberative democracy can be sup-
ported (e.g., Schuler and Day 2000).

Some of the more practical work necessary for the goal of supporting
a new, online public sphere is well defined. Exemplary organizations, like
the Seattle Community Network (http://www.scn.org), provide commu-
nity members with e-mail accounts; host web sites, online discussion fo-
rums, and public calendars; provide help and computer training; and fa-

18 Gee Coleman (2004). See also the Hansard Society’s website, http://www.hansard-society

.org.uk/eDemocracy.htm
19 See also more recent commentary in Calhoun (1992).
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cilitate low-cost or free distribution of computers and other necessary
hardware. Some might wonder why this list of technical fovindations for
a new public sphere does not also include, for instance, mu1 Itiway video
conferencing and/or streaming audio servers for all participants. In prin-
ciple this would be possible and would allow many citizens to, essentially,
run their own television and/or radio stations. But, the practical essence
is that most of this technology is too expensive and/or toocomplicated to
support for large groups of people. So community networkirg of today is
especially dependent upon textual exchanges such ase-mail, newsgroups,
and weblogs.

Once the technical infrastructure has been put into place, the work that
remains is not so well defined: How can online, deliberative discussions
be engendered and facilitated? Activists and technologists a ttempting to
support new forms of online democracy have had to turn to philosophy
and political theory to help define the crucial issues: Whatis democracy?
What is the “public sphere”? What constitutes deliberative discussion?
These seemingly abstract questions have become pressing concerns for
community networks. I contend that few, if any, have a working defini-
tion of deliberative discussion when the discussion involves asynchro-
nous, online exchanges among hundreds or thousands of people. Even at
the local, civic level, online exchanges of this sort quickly reach the size
of very large-scale conversations.

Attempts to produce working definitions of new, electronic forms of the
public sphere and of large-scale, deliberative discussion cara be found in
the literatures of the arts, humanities, and social sciences. One body of
work is critical insofar as it points out the weaknesses of a FHabermasian
ideal of the public sphere and its goal of consensus through rational dis-
cussion. Habermas’s original focus on the bourgeois public sphere was
scrutinized, and it has been pointed outthat participants in th  stated ideal
were limited, for instance, by class (e.g., Negt and Kluge 1993), by gen-
der (e.g., Fraser 1992), or by activity—specifically the demo cratic poten-
tial of rational discussion has been questioned by Jean-Fran cois Lyotard
(1984) and others. These critiques have yielded alternativeicleals,and al-
ternative ideals for online exchanges have been articulated.2 ©

Another set of work takes as given a specific set of ideals of demo-
cratic discourse and then attempts to measure online excha nges against
these ideals. This type of work can be problematic ifeither ( 1) the stated
ideals of democratic discussion recapitulate the weaknesses already scru-
tinized and critiqued in Habermas’s original work; or (2) the stated claims
of the authors exceed the possible reach of their empirical work. The sec-

20 For example, Jodi Dean (2001) points out the limitations of the “publ ic sphere” ideal
and prefers the term “civil society.”
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ond flaw is caused by a misunderstanding of the scale of online discus-
sion. There are, for instance, many researchers who have closely read a
few hundred e-mail messages and now claim to have an evaluation of
Usenet as a possible, new form of the public sphere. These sorts of claims
are mistaken. To understand the enormity of Usenet, it helps to know that
as of late 2003, Google (http://www.google.com) had an archive of over
eight hundred million messages exchanged on Usenet newsgroups. At
best, with an analysis of a few hundred messages, one might claim to have
some insights into a fleeting moment of one newsgroup within Usenet. It
is with this specific problematic in mind that I propose a theory and tech-
nology of very large-scale conversation.

The best of this literature is worth close examination because it points
toward many interesting new possibilities. In his book Democracy in the
Digital Age, Anthony G. Wilhelm examines five hundred messages (fifty
messages apiece from six Usenet newsgroups and four AOL discussion
groups) and then makes sweeping claims like these: “If a democratic dis-
cussion is to be defined at least in part by the quality of the conversation,
then the newsgroups analyzed in this study are not very deliberative”
(2000: 98).%! Examination of fifty messages is unlikely to provide enough
evidence to warrant such an evaluation. For example, if one downloads
even just the past week’s worth of messages from the six Usenet news-
groups examined by Wilhelm, one gets the following message counts:
alt.politics.elections (220 messages posted in the past week); alt.politics
Jibertarian (1,081); alt.politics.media (647); alt.politics.org.cia (104); alt
.politics.reform (62); alt.politics.white-power (199).%2 Thus, the number
of messages per group chosen by Wilhelm does not cover even a given
week’s worth of messages exchanged on the smallest of the groups.

What is most interesting about Wilhelm’s study is his effort to define a
set of necessary conditions for deliberative discussion. He then attempts
to operationalize those criteria to determine if online discussions are de-
liberative. Wilhelm’s criteria of deliberative discussion are stated as a se-
ries of research questions:

1. Reciprocation: . . . To what extent do participants of virtual groups solely
provide ideas and information versus seeking information from other forum
members? . . . [Do] reciprocal acts occur . . . in which participants . . . articu-
late their interests through talking, sharing ideas, and negotiating differences|?)
(88)

2. Interactivity: . . . To what extent do participants of political groups ex-

21 For an earlier version of Wilhelm’s work in which he arrives at even more sweeping

conclusions, see Wilhelm (1999: 154-78).
22 Messages from these groups were downloaded on Ocrober 12, 2003, from the Usenet

news server news.ucsc.edu.

|
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change opinions as well as incorporate and respond to others’ viewpoints? (88—
89)

3. Heterogeneity: . . . To what extent is there in-group homogeneiy aof po—
litical opinion on Usenet newsgroups? . . . In this case, homogeneity is clefined:
as the extent to which individual messages adhere to a certain politica] affilia—
tion. (89).

4. Rationality: . .. To what extent are substantive, practical questions de—
bated rationally in contradistinction to ad bominem argumentatien not sus—
ceptible to criticism and grounding? (90)

Insofar as Wilhelm is one of many researchers inspired by Habermas, his:
criteria are representative of a larger literature on the issue of online, de—
liberative democracy. Moreover, his suggestions for operationalizing these
criteria into a means of empirically investigating these questions suffer
from the same problem as other empirical work in the literature: the work
does not scale to the size necessary to address the questions posed about
public, online discussions like those of Usenet newsgroups. Wilkel m at~
tempts to address these questions with a form of content analysis?3 that-
requires a panel of judges to comb through and categorize the mes-
sages: a very laborious process that would cost a fortune to applyto thou~
sands of messages. Other tested methodologies—for example, survey
methods—suffer from the same problem.24

To adequately address the questions posed by Wilhelm regarding
Usenet newsgroups and other VLSC, it is necessary to havea theory and
methodology of VLSC that is at least partially embodied in a pieceo f seft—
ware. This genre of “theoretical software™ has been, histerically, well
known in social science but is recently less common than itused 10 be.?

The Conversation Map simultaneously embodies and articulates a the-
ory of VLSC and allows one to begin to address the questions posed by
Wilhelm. Consider, for example, a Conversation Map of one week's
worth of messages posted to one of the Usenet newsgroups studied by
Wilhelm, alt.politics.elections. The map shown in figure S was calculated
from over a thousand messages posted to the group in the week before
the 2000 U.S. presidential election. Illustrated below are e xampleso £ how

23 For a definition of content analysis, see Krippendorf (1980).

24 See, for example, the survey methods employed by Cappella, Price, and Nir (2002: 75—
93). Although these researchers were able to survey a large number of people, their method-
ology entailed the creation of a set of small (approximately 20 to 30 people), moderated,
nonpublic discussion groups that ran periodically for one hour. Thus, it is unclear whether
their results have anything to say about VLSC: large, online, ongoing, public, unmoderated
discussions involving hundreds or thousands of people at once.

25 See, for example, Robert Abelson’s early, computational/theoretical analyses o f ideol-
ogy, belief, and opinion that were embodied in working simulations; e.g., his “Goldwater
Machine” (Abelson 1973).
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Figure 5. alt.politics.election for the week prior to the 2000 U.S. election

one might begin to address Wilhelm’s questions with maps calculated by
the Conversation Map system.

1. Reciprocation: Are participants reciprocating with one another; that is,
are they responding to and/or quoting from the messages of other participants?
The social networks provide a partial representation with which one can ex-
plore this question. In the map shown in figure 5, the answer to this question
is not a simple “yes” or “no.” Here it is possible to see a great number of so-
cial networks (recall that two participants are connected in the network if they
have replied to each other and/or quoted from one another). Compare the so-
cial network shown here with the one shown in figure 2, where practically all
the visible participants are integrated into a single network.

2. Interactivity: The Conversation Map graphically shows two ways in
which participants are (or are not) incorporating or responding to others’
postings.

2a. The calculated “themes of discussion” indicate which topics were re-
peatedly addressed in sequences of messages exchanged. These sequences are
normally termed “message threads.” The lower half of every Conversation
Map is a graphical representation of all of message threads analyzed. By click-
ing on a given theme in the menu of themes, one can see which threads address
the selected theme. The ovals highlighting the lower half of the Conversation
Map shown in figure 6 indicate all of the messages threads where then-Vice
President Gore was a theme of discussion.

I
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Figure 6. The same conversation map as shown in figure 5 with the discussion
theme “Gore” selected

2b. The portion of the social network shown infigure 6 conta insthose pairs
of discussants who have exchanged messages on the therne of Vice President
Gore.

Well-focused, interactive newsgroups tend to have several themes of
discussion that are repeatedly addressed in multiple message threads and
cover substantial portions of the social network. In a sense, these two
graphics show the extent to which a group of discussants stays on topic.

3. Heterogeneity: When “summed together,” does the language of the mes-
sages exchanged link together a diverse semantic field, or isit a relatively ho-
mogeneous set of comments? Examination ofthe calculated sema ntic networks
(through double-clicking on terms and sets of terms in the sema ntic network)
reveals the diversity of terms employed to describe the themes of discussion.
For example, after selecting both “Bush™ and “Gore” inthe semantic network,
one can double click to demand a list of the terms used in the te xt of messages
to describe Bush, the terms used to describe Gore, and the terms that were ap-
plied to both Gore and Bush (see fig. 7). In the interface, the di fferent lists of
terms are distinguished by color.

Symptomatic of the hetrogeneity of opinion for a given topic is the di-
versity of lexical terms associated with the topic. For example, from the
(partial) list of verbs displayed in figure 7, one can see that Bush was the



272 WARREN SACK

Tty
Grabtic
dewand
vy dron

srupt B
fagbt far

ran ek give go bandle b

L prove

v rally

Figure 7. A partial list of the terms associated with Bush and/or Gore

subject of the following verbs in messages posted to the group: Bush ac-
knowledges, adds, admits, announces, authorizes, avoids, belittles, com-
promises, conceals, drinks, promises, reveals, suggests, sways, etc. Click-
ing on any one of these terms causes the Conversation Map to produce a
hyperlinked list of sentences in which the term appears. Figure 8 shows
such a hyperlinked sentence generated by clicking on the verb “drink.”
Clicking on a sentence allows one to examine the message in which the
sentence appears.

4, Rationality: Although Wilhelm is interested in evaluating whether or not
a group is debating questions “rationally” (according to criteria of knowledge,
truth, and conditions of validity outlined by Habermas) he—like many others
interested in these criteria (e.g., Cappella, Price, and Nit 2002) has had to eval-
uate “rationality” according to the structure of the arguments advanced and
the number of reasons included to substantiate an argument. In short, what is
empirically decidable is not the rationality of argumentation, but rather the
rhetorical structure of the online exchanges. This should make sense because
rational arguments tend to be well structured. Some of this information is avail-
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Figure 8. A sentence from the newsgroup associating a term (Bush) with a verb

able through (a) a close examination of the characteristic message thread struc-
tures of a given group, some is visible in (b) the quoting and citation patterns
manifest in the messages, and some could be calculated automaricallygiven (c)
a procedure for rhetorical structure parsing (e.g., Marcu 1937) . The Conver-
sation Map incorporates a means for computing (a) and (b) and displays those
results in thread structures seen in the lower half of each Conwversation Map
(which can be further magnified and explored by clicking oa each thread, as
has been done for one thread in figure 9), and in the social network and the
messages themselves (in which quotes are identified automatically and hyper-
linked to the message(s) of origin). A partial implementation oof (c) is imple-

Figure 9. Close examination of the structure of a thread
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mented in the Conversation Map: discourse markers indicative of structured
argumentation (“because,” “therefore,” etc.) are tagged; however, the results
of this tagging process are not currently visible within the Conversation Map
interface.

Examination of the pattern displayed in the lower half of a Conversa-
tion Map gives some idea of characteristic length and structure of the
threads in an online discussion. The Conversation Map plots the threads
in a radial, spider web pattern: the initial message is located in the mid-
dle of the window, responses to the message are plotted in a circle around
the middle and connected to the middle, responses to response are plot-
ted in a ring slightly larger than that, and so forth. If each message had
exactly the same number of responses, then the thread would look like a
spider web. The more common case is a thread with many asymmetries,
like the one shown in figure 9: messages differ widely according to their
number of responses. Note that threads containing only one message (and
no responses) appear as a dot; threads with one post and one response ap-
pear as a line. Figure 9 reveals that many of the posts to the group are un-
requited and/or garnered only one response. Compare this to the alter-
nations of simple and elaborately structured threads that one can see in
figures 2, 3, and 4.

While the Conversation Map does not answer all of the questions posed
by Wilhelm concerning the deliberative quality of discussion in a news-
group, it does provide a means for exploring those questions because it
incorporates a theory of VLSC into a computerized analysis procedure
and a graphical interface. Consequently, it is possible to see how variable
and quickly changing a discussion group can be with respect to any of
these criteria. For instance, figure 10 shows a map of the same discussion
group (alt.politics.elections) for the week immediately following the U.S.
presidential election of 2000.

Note, among other things, how one can see in figure 10 that the con-
versation has shifted away from a conversation about the candidates
(Bush, Gore, Nader) and is now a discussion about the technicalities of
the election: vote, count, ballot, election, and so on are the central themes
of discussion. If nothing else, this map illustrates how quickly a discus-
sion can change, and therefore how careful one should be about general-
izing from a one-time analysis of a newsgroup.

These Conversation Map images also illustrate the utility of the theo-
retical topography used to visually investigate online discussions and
which I have argued for throughout this chapter. The topography of dis-
cussion proposed here is one of links, associations, graphs, and networks.
The topography of a Habermasian democratic exchange is one of ideal-
ized spaces, territories, and logics—Ilike the so-called public sphere and
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Figure 10. alt.politics.election for the week after the 2000 U.S. election

rationality. As the following quote shows, this differencein t heoretical vo-
cabularies—that based on idealized spaces, territories, areas, and logics
versus that based on links, associations, and networks—is a. centuries-old
dispute. In his comments on sixteenth-century political theorist Guil-
laume de la Perriére (La Perriére 1567), Michel Foucault ( 1991: 93) ar-
gues that

what government has to do with is not territory but rather a sort of c:mplex
composed of men and things. The things with which in this ser se gove rnment
is to be concerned are in fact men, but men in their relations, their link s, their
imbrication with those other things which are wealth, resources, means of sub-
sistence, the territory with its specific qualities, climate, irrigation, fertility, etc,;
men in their relation to that other kind of things, accidents and misfortunes
such as famine, epidemics, death, etc.

While Foucault’s words help to explain the longer genealogy of political
analysis that the Conversation Map takes partin (and which also serves
to differentiate it from the Habermas-inspired work of Willhhelm and oth-
ers), they also point out the many inadequacies in links and metwor ks dis-
played by the Conversation Map. The links visible in the Conversation
Map are only those between people, between words, and between words
and people. The larger set of possible relations between peopoleand things
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is not visible. This larger set crucial to any expanded understanding of
democracy and governance is termed a “Parliament of Things” by Bruno
Latour (1993: 144): “we do not have to create this Parliament out of
whole cloth, . . . [w]e simply have to ratify what we have always done. . . ,
Half of our politics is constructed in science and technology. The other
half of Nature is constructed in societies. Let us patch the two back to-
gether, and the political task can begin again.”

These insights from Foucault and Latour provide a direction for future
development of the Conversation Map and a practical means for theo-
rizing and analyzing online, deliberative, democratic, very large-scale
conversations.

Conclusions: Technologies of the Self and
Design Ethics for VLSC

The majority of this chapter has been devoted to what might be called an
epistemological inquiry into VLSC. I have attempted to show what kinds
of knowledge are necessary to understand these large-scale, online discus-
sions. I have articulated a theory of VLSC and compared it to related work
in political science, sociology, linguistics, and philosophy. And I have in-
corporated this theory into a technology, the Conversation Map, intended
to graph the shapes and forms of online discussions. Yet, whatkind of tech-
nology is the Conversation Map and other work comparable to it?
Michel Foucault distinguished techniques and technologies of the self
from technologies of poiver.26 For instance, a practice that makes good
sense to do for oneself—for example, seeing a doctor on a regular basis
and keeping detailed records of one’s health—can shift from being a tech-
nology of the self to becoming a technology of power if a third party—
like an insurance company—is allowed to collect and analyze health

26 “My objective for more than twenty-five years has been to sketch out a history of the
different ways in our culrure that humans develop knowledge about themselves: economics,
biology, psychiatry, medicine, and penology. The main point is not to accept this knowledge
at face value but to analyze these so-called techniques that human beings use to understand
themselves.

As a context, we must understand that there are four major types of these “technologies,”
each a matrix of practical reason: (1) technologies of production, which permit us to pro-
duce, aransform, or manipulate things; (2) technologies of sign systems, which permit us to
use signs, meanings, symbols, or signification; (3) technologies of power, which determine
the conduct of individuals and submit them to certain ends or domination, an objectivizing
of the subject; (4) technologies of the self, which permit individuals to effect by their own
means, or with the help of others, a certain number of operations on their own bodies and
souls, thoughts, conduct, and way of being, so as to transform themselves in order to attain
a certain state of happiness, purity, wisdom, perfection, or immorality. (Foucault 1997: 224—
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records. However, a technology of the self can be designed in such a way
that makes it more resistant against such a transformation. Thus, itis a
good idea to encrypt medical records stored in computer databases and
design the database system so thatany third parties must request the per-
mission of the patient to get the “key” to records (e.g., Rind et al. 1997:
138-41).

The imperatives of design that shape technologies like the Conversation
Map are not strictly epistemological in form. The designer of such tech-
nologies and techniques must instrumentalize a set of ethical considera-
tions that make them either, more clearly, a technology of power or a tech-
nology of the self. Especially tools of democracy should be designed to be
technologies of the self.

There is a long history of the use of media as technologies of the self,
as reflective and communicative media for the construction of social, psy-
chological, economic, and political self-governing people and peoples. Di-
aries have been used for millennia by particular people as a medium for
self-reflection, for writing down and shaping the person’s image of self.
The diary is a medium that functions as a technology of the self where
“self” is understood to be the self of one person. The oral story telling
practices of folktales function in an analogous manner for the formation
and description of a slightly larger self, a self of a small group of people.
Oral story telling of folktales is a means for articulating the values and
identity of small, tightly knit clusters of people. The facilitation of the
production of larger selves, of the selves of self-governing nations, for in-
stance, requires a different kind of medium. Scholars have shown how the
mass production capabilities of high-speed printing presses made possible
the media of novels and newspapers that were essential tothe formation
of the modern nation-state (Anderson 1983). VLSCs do and can function
as the substrate for new kinds of selves, new sorts of groups of people,
that are as yetunnamed (Deleuze and Guattari 1988: 469-71). Thesenew
groups of people can be transnational or international in scope. The Con-
versation Map is intended to be a technology of the self for VLSC.

Butthe metrics and graphics computed by the Conversation Map could
be mishandled as technologies of power. Consideration of the history of
“social metrics” and their graphics is sobering, as Ian Hacking points out
in his article “How Should We Do the History of Statistics?” (1991: 181):
“Statistics has helped determine the form of laws about society and the
character of social facts. . . . Moreover the collection of statistics has cre-
ated, at the least, a great bureaucratic machinery. It may think of itself as
providing only information, but it is itself part of the technology of power
in a modern state.” In short, statistics has been and is “state-istics"—a
technology of that not necessarily democratically governed political form
that we know today as the nation-state. As VLSC flows over and across

ehn Lmwadiacian ~f tadnwde natian.oratac newr ac-wstninnamed nnlitical
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formations are created through textand talk. These new non-nation-state
entities demand new forms of representation that exceed the statistics of
the state. Participants within VLSC-based groups need not only repre-
sentation but also orientation: maps, charts, interfaces, and instruments
of navigation in order to locate political position and agency. If these in-
struments of navigation are to be for the people of democratic organiza-
tion, then they cannot be—as statistics now is—a tool for only specialists
and powerful “decision makers.”

The Conversation Map has been designed to make it difficult to find
and follow any given individual author. It has also been designed to out-
put qualitative diagrams rather than quantitative summaries. In these
ways the Conversation Map has been made “surveillance resistant.” Fur-
thermore, the “output” of the Conversation Map is a format that can be
widely distributed on the Web (a Java applet that runs as an mnterface to
the archive of messages) and thus is, in principle, accessible to any par-
ticipant of an online discussion. The maps generated by the system are in-
tended to be representative and evocative enough to allow them to func-
tion as a means of reflection for the group of people involved in the
VLSC—that is, to function as a technology of the self where the self in
question is the collective of discussants. But the maps are also intended to
be abstract and vague enough to be difficult to use as a technology of
power. It is a challenge to find a form of representation that works as a
technology of the self but does not work as a technology of power. Oth-
ers in the social sciences are attempting to find and/or develop such forms
of representation, notably ethnographers who write for the benefit of their
informants instead of, or in addition to, their fellow anthropologists (e.g.,
Clifford and Marcus 1986).

Obviously the calculations and interface components of the Conversa-
tion Map are far from being universally accessible, and so what is out-
lined above is simply the first step in a long search for democratic rep-
resentations and interfaces for VLSC. This search for new forms of
self-representation is intrinsic to the development of an ethics of discourse
architecture, that is, design for the medium of VLSC. As Guattari states
(1991: 2), “In addition to ecology, the question of ethics of media and the
future direction of new communication technologies of artificial intelli-
gence and command-and-control constitutes one of the two axes in which
to rethink the idea of progress for today’s planet.”
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Transnational Communication and the
European Demos

LARS-ERIK CEDERMAN AND PETER A. KRAUS

Digitization is triggering a global communication revolution that has the
potential to constitute new social domains. Emerging at the intersectiora
of technological and societal processes, digital formations are creatingz
new political topologies and reconfiguring existing networks and organi—
zations. The European Union (EU)is often thought of as such a border—
transcending communicative space. Since the heady pioneering d ays o %
Jean Monnet, technological advances have inspired the architects of thez
European integration project. Today, information technology plays =
prominent role in the debate about how to promote a closer union of Eu—
rope’s peoples.

In this chapter, we focus on the question whether diginzation coul d con—
stitute a new political realm coinciding with the European Union. Cara
democracy take root at the European level without a “demos” encom—
passing the whole of the Union? How would such a popular unithave to
be constituted in order to form a communicative space supporting dem—
ocratic deliberations and decisions? More specifically, what are the pros—
pects of a digital demos in Europe?

Arguing that democracy does not depend on the preexistence of an :th—
nic nation, Jiirgen Habermas insists that the formation of a postnationa 1
polity at the European level is both desirable and possible. Inspired by
Habermas’s theory of communicative action, many analysts and practi—
tioners agree that the EU constitutes a nascent public sphere offering new>
opportunities for democratic participation in areas that were previously~
beyond the reach of national governments. In their view, tevolutionary”
advances in information technology, including the emergence of the In—
ternet, are currently laying the foundations for a viable communicativex
structure spanning across Europe’s national borders.

We would like to thank the anonymous reviewers, as well as Cathleen Kantner, Rzucd
Koopmans, Dieter Rucht, Tobias Theileg, and James Tully for their useful comments.
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Other theorists, such as Dieter Grimm and Anthony D. Smith, beg to
differ. They argue that despite the rapidly accelerating information revo-
lution, democracy is culturally and instimtionally rooted in the nation-
state. Thus, to the extent that the latter is threatened by the integration
process, the democratic credentials of the entire Union are under attack.
Some of them are so alarmed that they even recommend a “renational-
ization” of EU legislation. In their eyes, technological fixes and obtrusive
communication are likely to erode representative democracy at the na-
tional level.

Finding both positions too extreme, we introduce a third, “bounded-
institutionalist” approach derived from cultural and sociological insti-
tutionalism. Without reifying the identities as ethnic essences, such a
perspective rejects abstract, cosmopolitan attempts to sever political in-
stitutions from culture. This approach considers explicitly the way that
the demos and democracy emerged as mutually constituting ingredients
in a macrohistorical process that involved specific identity-forming mech-
anisms. These mechanisms generate a deeper level of socialization than
that expressed by formal politico-legal arrangements, such as constitu-
tions, elections, and party politics. While sympathizing with Habermas’s
emphasis on public debate, our institutional perspective turns the atten-
tion to the cultural institutions that sustain democratic governance by cre-
ating civic spaces.

Rather than favoring a predominantly ethnic definition of the demos,
as many of the Euro-skeptics seem to do at least implicitly, we suggest that
without an internally cohesive and externally bounded notion of polity
membership, the new information technology will fall short of establish-
ing the public sphere that Habermas calls for. What is worse, unbounded
deliberation may even under some circumstances accentuate elitist ten-
dencies, thus threatening to undermine democracy at both the national
and European levels. To conceive of a truly mass-based communicative
space at the European level, which remains notoriously weak at the pres-
ent point, more attention needs to be paid to the formation and mainte-
nance of cultural identities within the communicative infrastructure of the
European Union.

The chapter is structured as follows. First, we define the key concepts,
democracy and demos, within three ideal-typical frameworks. To add his-
torical depth to these abstract models, the second section applies them to
the development of democracy within the framework of the classical Eu-
ropean nation-state. Exploring primarily the impact of modern informa-
tion technology, section three takes the final step to today’s European
Union. A concluding section elaborates on the consequences for theory
and policy.
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Conceptualizing Democracy and the Demos

Drawing a stark distinction between domestic and international life, in-
ternational relations theorists have traditionally considered democracy
beyond the nation-state to be utopian at best. More recently, however,
there has been a surge of interest in questions relating to democracy and
legitimacy in international affairs. As the revolution in information tech-
nology makes the world increasingly interconnected, this quest has m o ved
from being a purely academic one to becoming a practical project.
Whereas international organizations have long been evaluated in terms ot
their efficiency and effectiveness, they are now routinely subjected to
scrutiny with respect to their legitimacy (Held 1995).

Given the extraordinary density of transnational communications
Europe, it is hardly surprising that the legitimacy debate has been partic-
ularly intense in that part of the world (Stein 2001). Thanks to institu-
tional reform, especially in the 1990s, the European Union has trans-
formed itself from a cooperative regime witb supranational overtones to
a nascent polity. It is only natural, then, that the Union’s democratic qual-
ities have become hotly debated among academics and policymakers
alike. As we have seen, the current sense of malaise is clearly reflected in
the weakening trends of public support, as recorded in recent Euro
barometer surveys, and in the perennial ratification crises that followed
the signing of major treaties.

Whereas the pioneering studies concentrated on institutional im pedi-
ments to democratization in relatively technical terms (Kaiser 1971,
Williams 1991), more recently the debate has come to focus on the soci-
etal infrastructure of democracy (Weiler 1999). It is precisely this agenda
of polity building that is the center of our attention. To graspthe logic of
the main positions in this debate, it is necessary to clarify the master con-
cepts: demos and democracy.

The etymological meaning of democracy is “rule by the people.” This
formula raises the question of what the people stands for and what rule
entails. The standard answer to the first question is usually alladult mem-
bers of a polity, namely, the citizens. Collectively, this group is referred to
as the “demos,” the body of citizens (Dahl 1989: 109). Clearly, this pop-
ular unit has to be more than a random collection of individuals. For ac-
tive citizenship to be meaningful, the members of the demos must be able
to communicate with each otber. Thus, to have any political meaning a:
all, the demos needs to be embedded in a “communicative space.” More-
over, the citizens need to share a common identity such thatthey are will-
ing to make at least some sacrifices on behalf of the collective. Tradition-
ally, the nation has served as the prototypical example of a demos, as in
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Benedict Anderson’s (1991) celebrated formula of an “imagined commu-
nity.” Yet it would be premature to rule out other types of demoi that go
well beyond the nation-state.

If we want to assess the democratic quality of a given regime, we also
have to ask: bow is political power channeled by institutions? Procedural
attempts at defining democracy are likely to follow a more formal ap-
proach that takes into account the mediating role of institutions, even if
efforts are usually made to arrive at as general a conceptualization as pos-
sible. Consider, for example, the following compact definition by Schmit-
ter and Karl, who characterize modern representative democracy as “a
regime or system of governance in which rulers are held accountable for
their actions in the public realm by citizens, acting indirectly through the
competition and the cooperation of their representatives” (quoted in
Schmitter 2000: 3). In this definition, the “rule of the people” is limited
to the public realm; it manifests itself in tbe principles of accountability,
competition, and representation. Nonetheless, citizens remain the main
point of reference for a due application of these principles. They “provide
the most distinctive element in democratic regimes” (Schmitter 2000: 5).
Thus, in this case, the demos is implicitly present in the definition.

The crux is that, quite often in history, juridical stipulations have not
coincided with social and political realities (Weiler 2000). As we will
argue, democracy did not develop primarily thanks to democratic moti-
vations. The exercise of democratic sovereignty is contingent upon a col-
lective identity that sustains the polity conceived of as sovereign. This
identity, however, is itself hardly a product of democratic decision mak-
ing; its roots go back to an unavoidably predemocratic past (Mann 1999).

It was Rousseau (1987 [1762]: 164) who offered one of the first clear-
cut descriptions of this dilemma in his Social Contract:

For an emerging people to be capable of appreciating the sound maxims of pol-
itics and to follow the fundamental rules of statecraft, the effect would have to
become the cause. The social spirit which ought to be the work of that institu-
tion, would have to preside over the institution itself. And men would be, prior
to the advent of laws, what they ought to become by means of laws. Since,
therefore, the legislator is incapable of using either force or reasoning, he must
of necessity have recourse to an authority of a different order, which can com-
pel without violence and persuade without convincing.

The paradox has remained one of the most significant blind spots in dem-
ocratic theory and democratic practice. Its topicality became evident in
several cases of the “Third Wave” (Huntington 1991) of democratization,
in which the process of regime change led to the breakdown of established
states. Rousseau’s paradox appears to retain its force in those democra-
cies where the identity of the people is a politically contested issue. Un-
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surprisingly, the dilemma also haunts the process of European polity-
building (Dahl 1994).

Logically, there are three ways of responding to the challenge of
Rousseau’s paradox. One is to accept it and to argue that there has to be
a predemocratic demos before democracy can be achieved. Another is to
reject the whole notion of a paradox by claiming that there does not have
to be any demos to begin with. Most of the debate about the European
Union’s lacking democratic credentials has revolved around these two an-
tithetic positions, which we label national substantialism and civic vol-
untarism.! As a third possibility, we introduce a sociological approach,
labeled bounded institutionalism, that could £l the theoretical void be-
tween the other two positions.

National Substantialism

In general terms, national substantialists insist that political life has to be
based on the nation defined as a cultural community. The substantialist
theme derives from their proclivity to view nations as real and given en-
tities, although their stability may be due to a variety factors (Brubaker
1996; see also Emirbayer 1997). Yet most of these theorists converge on
a conception of the nation as a closely knit community held together by
a “thick” sense of culture (cf. Walzer 1994). In its critique of liberal indi-
vidualism, then, substantialist theory emphasizes the social and cultural
embeddedness of political actors. Democracy, in particular, requires the
presence of a deep sense of shared meaning. Based on the doctrine of pop-
ular sovereignty, this perspective stipulates that culturally distinct nations
serve as the only viable demoi, and the nation-state is the only acceptable
framework for the constitution and reproduction of these demoi. Assert-
ing that the locus of democracy has to remain the nation, national sub-
stantialists therefore resist attempts to solve the European Union’s legiti-
macy dilemma by the introduction of supranational arrangements.?

By identifying the demos with the nation, substantialist scholars make

1 Elsewhere, Cederman {2001a} uses the terms “ethno-nationalism” and “post-national-
ism” to make a similar distinction. Kraus (2003} refers to “Westphalians™ and “cosmo-
politans” in a related context. These two camps overlap to some extent with the well-known
controversy in political theory between communitarians and liberals (Mulhall and Swift
1992). It should be noted, however, that this literature often draws different conclusions
about the role of the nation-state.

2 It should be noted, however, that in principle, the substantialist logic could be applied
to cultural communities at different levels of aggregation. There are also those theorists who
believe a full-fledged cultural pan-European identity to be possible (see references in Ceder-
man 2001a), Others favor community building below the level of the nation-state. Yet na-
tional substansialism refers exclusively to the level of the nation-state. In this chapter, we
will have this type of theory in mind even when we drop the national qualificarion.
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Figure 1. The logic of national substantialism

two basic assumptions. First, they view the national demos as existing log-
ically and historically prior to the democratic process. Without the pres-
ence of such a demos, democratic governance has few chances to develop
since it relies on common values and profound sense of community. Sec-
ond, and related to the first point, it is assumed that the demos is cultur-
ally constituted in a deep sense. Liberal notions of thinner, multicultural
identities are seen as too brittle to carry the weight of democratic decision
making. Figure 1 summarizes this logic based on the “primacy of the
demos.”

There are both applied and theoretical illustrations of this type of rea-
soning. For example, in an important decision reached in 1993, the Ger-
man Constitutional Court examined the democratic legitimacy of the Eu-
ropean integration process. After ten months of deliberation, the court
“acquitted” the Union since it contended that, in the absence of a cultur-
ally defined demos, the question of democracy does not even apply: “On
this view, a parliament without a demos is conceptually impossible, prac-
tically despotic” (Weiler, Haltern, and Mayer 1995: 13). Similar thinking
can also be traced in many strands of scholarship including the ethnocul-
tural approach of A. D. Smith (1992; 1995), the intergovernmentalism of
Hoffmann (1995), and the constitutional arguments of Grimm (1995)
and Kielmansegg (1996).

Civic Voluntarism

Pitting their theory against what they perceive as cultural determinism,
civic voluntarists reject national substantialism on the grounds that it rei-
fies the demos and ties democracy to the nation-state, thus ruling out
“postnational” options for the future (Habermas 1998).3 Firmly rooted
in a liberal, cosmopolitan tradition dating back to the Enlightenment,
these scholars reverse the substantialists’ basic assumptions.* Ficst, rather

3 Going even further than that, Brubaker (1998: 15) alleges that civic voluntarists and
other critics of nationalism adhere to a substantialist viewpoint in their depiction of the na-
tion as a case of “false consciousness.”

.
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thanfollowing the establishment of a culturally defined, in their view, pre-
political demos, democratic politics should (and typically does) precede
it, since it has the potential of bringing people together through delibera-
tion. Thus, it is the conscious act of constitutional choice that sets up the
foundations for democratic practice. To circumvent Rousseaw’s paradox,
civic voluntarists typically replace traditional electoral definitions of de-
mocracy with deliberative and procedural definitions. Accerding to Jon
Elster (1998: 8), deliberative democracy can be defined as collective deci-
sion making (1) “with the participation of all who will be affected by the
decision or their representatives” and (2) “by means of arguments offered
by and to participants who are committed to the values of rationality.”
Here the main stress is on the mode by which democratic decisions are
reached. While requiring the procedure to be both rational and inclusive,
deliberate democracy reduces the criterion of civic membership to those
who are affected by particular decisions. This pragmatic solution implies
that there does not necessarily have to be a single, stable, ascriptive dermos.

Second, once, or if, the demos materializes, its nature differs dramati-
cally from the “thick” notions favored by national substantalism. Ex-
plicitly downplaying the cultural contents of political identities, civic vol-
untarists assert that what holds people together is the commitment to
political principles, something that Habermas (1992a; 1992b) has labeled
“constitutional patriotism.” While culture cannot be entirely eliminated
as the foundarion of democratic policics, it should be kept at a bare min-
imum capable of sustaining political communication.

Again, we sum up this reasoning with the help of a diagram. Figure 2
shows how the voluntarist perspective reverses the substantialists’ logic.
Instead of starting with the demos, democratic practice grows out of con-
stitutional deliberation. The dashed arrow indicates that the step to the
demos is optional and less important than the democratic process itself.

It goes without saying that these two assumptions make it easier to en-
visage a postnational future for democracy. There is no need to wait for
a cultural demos to materialize at the European level. In fact, civic vol-
untarists often view such a high level of ethnic cohesion with suspicion,
due to its exclusionary impact on immigrants and internal minorities.
Most voluntaristic scholars, including Habermas, call for a constitutional
process, which could serve as a social contract and provoke a debate in
the wake of which political identity-formation would set in. At a more
mundane level, the voluntarist perspective assumes that European public
spaces emerge as “resonance structures” in response to supranational in-
stitution building (Eder 2000). For example, many of the everyday activ-
ities of the European Union, including countless committee meetings that

Sassen in this volume), but this possibility falls outside the purview of civic voluntarism as
VLeeee 3.€C..d a L
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Figure 2. The logic of civic voluntarism

are ofte'n referred to as “comitology” (Joerges and Neyer 1998) and a
thickening \fveb of nongovernmental organizations (Ziirn 1998; 2000),

could co_ntnb}lte to identity-building deliberative practices. Other pre-

;u;lnably xde(r)mty-conferring civic measures include referenda (Ziirn 1998;
chmitter 2000) and the creation of a truly European party-syste

Borzel and Risse 2001). pesh pecty-eystem (e,

Bounded Institutionalism

While sympathizing with the Habermasian project, we contend that it un-
derestimates the infrastructural difficulties implied by Rousseau’s para-
dox. In particular, the postnationalist vision fails to provide a concrete
account of how political communication would materialize despite insti-
tutional and cultural divergences. The root of the problem relates to
Habermas’s own framing of politics in discursive and interpersonal terms
within an idealized “lifeworld.” In an era of mass media and nationalism,
however, such a perspective fails to offer a complete rendering of the prin-
ciples governing modern politics. In fact, to a large extent, political life
hinges on culturally and symbolically mediated indirect relationships
(Simmel 1971 [1908}; Calhoun 1991; 1992b). In contrast to premodern
society, which was based on direct interpersonal relationships, the large
scale of the nation requires abstract categorization: “In modern societies,
culture does not so much underline structure: rather it replaces it” (Gell-
ner 1964: 155; see also Gellner 1983; Anderson 1991).

In his constructive and sympathetic critique, Craig Calhoun (1991:
101) faults Habermas for partly overlooking the systemic setting within
which political communication takes place. What is needed is an explicit
theory of infrastructural technologies that together constitutes the “scaf-
folding of social integration”:

Habermas’s failure to develop this sort of foundation for his argument con-
tributes to several problematic aspects of his generally stimulating and power-
ful theory: its difficulties in achieving cultural and historical specificity; its
too-uncritical acceptance of the systems-theoretical description of systemic in-
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oped account of practical, situated activity that cannot readily be reduced to
purely communicative, strategic, or rational action.

We argue that these critical points still hold up well, both with respect
to Habermas’s own, more recent writings on European postnationalism
and especially to the work of his followers in IR. There is still an
Enlightenment-inspired undercurrent of technological optimism that can
be traced all the way back to the early, heady days of systems theory. It
could be argued that the voluntarist project resembles David Mitrany’s
(1966) technocratic functionalism more than Ernst Haas’s (1958) prag-
matic and politically grounded neofunctionalism or Karl Deutsch’s (1966)
communication-based integration theory (for an overview, see Keohane
and Nye 1975).

In an attempt to rectify these shortcomings without letting the pendu-
lum swing back to a substantialist position, we propose an alternative per-
spective that renders categorical identification mechanisms explicit. Such
a sociological and cultural strand of theory, which we label bounded in-
stitutionalism, conceives of political institutions in broader, cognitive
terms than the voluntarists’ narrow notions of political culture (Hall and
Taylor 1996). Based on such analysis it is possible to reassess the two main
assumptions pertaining to the priority of the demos and its nature. With
respect to the first assumption, we advocate a bi-directional logic featur-
ing a gradual developmental process that links the demos and democracy.
Rather than favoring primacy of either the democratic unit or demo-
cratic practice, this “tandem hypothesis” features an ongoing exchange in
both directions.’ In agreement with voluntarist thought, democratic prac-
tice is believed to help shape popular cohesion, but unlike in that per-
spective, the demos can be expected to play an active, constitutive role as
democratization proceeds and thus should not be seen as a mere side-
effect of democratic practice. In addition, and crucially, peoplehood does
not emerge merely as a result of a voluntaristic bargain or everyday politics
but may require a considerable degree of cultural standardization: “From
an institutional perspective, comprehensive change in a political order in-
volves not only affecting human conduct and formal-legal institutions, but
also affecting peoples’ inner state of mind, their moral and intellectual
qualities, their identities and their sense of belonging” (Olsen 2001: p. 173).
Historical examples typically feature explicitly identity-forming mecha-
nisms operating both inside and outside the polity. Whereas educational
institutions (Gellner 1983), linguistic policy (Brass 1991), and mass media
establishments (Anderson 1991; Schlesinger 1991; Warner 1990) belong
to the internal category, wars and other types of exchange fall into the ex-
ternal category (Cederman 2001b).

5 More recently, Habermas (2001) has come to embrace this hypothesis as well, though
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Figure 3. The logic of bounded institutionalism

The second assumption, pertaining to the very nature of the demos, also
leaves plenty of room between the other two extreme positions. Com-
pared to the thickly ethnic and reified definition favored by substantial-
ists, we qualify the extent of cultural coordination required by democratic
rule, but not to the degree suggested by civic voluntarists. Democracy pre-
supposes a measure of value convergence and cognitive compatibility.
Such a motivational and cognitive compatibility rests on shared commu-
nicative resources, though not necessarily a single lingua franca. More-
over, as the label would indicate, our institutionalist alternative empha-
sizes the need for a bounded demos (March and Olsen 1998; Schlesinger
1999). Yet this institutionalist perspective differs from substantialist prin-
ciples in that it does not insist that the boundaries be inert and ethnic in
most respects. Whereas substantialists usually take the popular unit for
granted as a cultural fact, we insist that the demos be problematized by
uncovering the institutional mechanisms responsible for creating and
maintaining it. In fact, boundaries may persist despite significant cultural
change and interaction flows across them (Barth 1969).

Figure 3 centers on the “tandem hypothesis” that links a bounded
demos together with the practice of democracy. Unlike the two other
approaches, our strand of cultural institutionalism brings in a set of
specifically identity-conferring institutions. Instead of constitutional bar-
gaining triggering the process, the institutional perspective calls for spe-
cific identity-building mechanisms that are at least partly independent of
democratic decision making.

How could one tell which of these three perspectives will serve as the
most useful guide to transnational democratization? Following the lead
of Craig Calhoun, we suggest that a historical evaluation might be help-
ful in this connection. Robert Dahl’s (1989) three “transformations” of
democracy represent an appropriate analytical starting point. If the first
transformation that led to direct democracy emerged in the Greek city
states, it was within the framework of the nation-state that democratic
rights for the masses finally developed. Thus, the current issue concerns
democracy’s transformation to a third, postnational stage (see also Held
1995). To contextualize the issue along these lines, the following section
deals with democracy during the second transformation, followed by
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a section that discusses the third transformation to the supranational
level.

The Emergence of National Demoi in Europe

The advances in communication technology that flowed from the indus-
trial revolution prompted an immense increase in the scale of democratic
politics. Ushering in a transition from citizens’ local assemblies torepre-
sentative government, the historical changes at work were reflected in vast
modifications of the democratic polity’s institutional framework. In the
course of the second transformation, such specific features o f the dermno-
cratic process as “enlightened understanding” (Dahl 1989: 111) and po-
litical participation transcended the narrow settings of traditional civic ac-
tivities. In this process, they became related to extensive and complex units
of government that had to be conceived of in highly abstract ways by their
citizens as opposed to the much more palpable world of the ancient polis.

In modern European history, the communicative space of a dermo-
cratic political unit has largely coincided with the communicative space
of the nation-state. The vision that the Enlightenment thinkers had of a
cosmopolitan république de lettres in Europe never materialized. Reflect-
ing a varying set of politico-cultural background situations, the dermo-
cratic message was to be delivered in different tongues. Modern European
democracies were generally built upon an encompassing context of polit-
ical communication shared by their citizens; this communicative space
constituted the public sphere (Calhoun 1992a).

Nationalism forged the links between the democratic public and the
communicative infrastructure that such a public required. Seen in this
way, nationalist politics relates the processes of social and political com-
muncation within a population to those of a people. Thus, in political dis-
course, the nation tends to become coterminous with the demos. One can
argue with Pizzorno (1986: 369) that the process of democratic repre-
sentation serves the purpose of interpreting and expressing the nation’s
collective identity.

In their classical studies, Deutsch (1966) and Gellner (1983) capture the
close bond between nationalism and modernization. The main challenge
concerned the bringing together of diverse communities that had previ-
ously had few interactions and mostly relied on direct interpersonal con-
tacts for their internal communication. As we have seen, Gellner (19 64)
suggested that the solution lay in the invention of “high culture,” that is,
cultural abstractions that created a bond between people who had never
met, and most likely never would, a construction that Anderson (1991)
refers to as an “imagined community.”
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Reassessing Rousseau’s paradox in the context of the emerging demo-
cratic nation-states, we would like to know which of the three analytical
perspectives conforms most closely to the historical record. If the national
substantialists were right, democracy would virtually always have to be
preceded by a culturally constituted demos in the form of a nation. Even
a casual glance at the country cases tells us thar this perspective cannot be
accurate, because even where a stable and ideal-typical nation was sup-
posed to have existed, as in revolutionary France, it took almost an entire
century to extend the French national identity beyond the cultural core of
the fle de France (Weber 1976). Other cases, such as the German lands in
the early nineteenth century, may have constituted a reasonably homoge-
neous Kulturnation, but this did not provide a stable basis for democra-
tization. At least within the context of Dahl’s second transformation, suc-
cessful democratization does not hinge directly on the preexistence of a
culturally defined demos.

If substantialist theory can be easily dismissed as a flawed guide to de-
mocratization in the age of the nation-state, it is less obvious whether civic
voluntarism or bounded institutionalism offers the best account of this
historical transition. To find out, it is necessary to return to the core as-
sumptions of both approaches. A voluntarist interpretation would be
vindicated if and only if there are historical cases in which (1) demo-
cratic decision-making preceded the formation ofthe demos and (2) it was
democracy that bore the main responsibility for the creation of the demos.
Our institutionalist case questions both assumptions. For we do not only
contend that the timing between democracy and demos was much less of
a one-way street than the civic voluntarists would have it. In addition, we
suggest that, historically, the reasons for demos formation can be found
in processes unrelated to, and sometimes even in contradiction to,
democracy.

We start by addressing the question of historical sequencing of democ-
racy and nationalism in Europe. To evaluate the plausibility of the vol-
untarist account, we turn to three seemingly “easy cases,” namely, France,
Britain, and Switzerland. France is also often considered to be a classical
example of a European “state-nation.” If the French Revolution is seen
as the introduction of democracy, it could possibly be argued that it
preceded the development of a national demos. Following Eugen Weber
(1976), we know that it took most of the nineteenth century to turn “peas-
ants into Frenchmen.” The problem with this argument, however, is that
it exaggerates the degree and depth of democracy in revolutionary and
early postrevolutionary France. Indeed, French representative democracy
did not mature until well into the twentieth century. After 1789, and es-
pecially in the early period of the Third Republic, state elites tended to
consider Jacobin nationalization policies to be an indispensable require-
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Likewise, the British case casts doubt on the presumed temporal prece-
dence of the national demos over democratic institutions. It is true that
Britain is often seen as the pioneer of parliamentary democracy in Europe,
but it was also one of the forerunners in the process of nation-building
(Greenfeld 1992). Also in this case, it seems more reasonable to argue that
the development of democracy and nationhood coincided rather followed
upon each other.

Against the background sketched out so far, Switzerland represents per-
haps the only case of democracy clearly preceding the nation. The process
of democratization set in at an early point. Based on a conventional in-
terpretation of the Riitli myth, one could even argue that democratiza-
tion, at least as far as the male population was concerned, parallels state-
formation.® At the same time, however, Switzerland’s national identity
remained weak and did not emerge until the late nineteenth century (Scia-
rini, Hug, and Dupont 2001).

It is thus not a coincidence that civic voluntarists, such as Habermas
(1992b), refer to Switzerland as a paradigmatic examnple of their theory.
Whereas they may be right in terms of the timing, it does not confirm the
second assumption regarding the nature of the causal mechanisms. In facr,
it is far from clear that democratic politics itself was the prime force driv-
ing demos formation. Such a liberal assumption appears to overlook the
operation of both internal and external mechanisms that are mostly un-
related to democracy.

To begin with the latter dimension, warfare and external security
threats loom large as processes promoting nation-building in all three
cases. It is impossible to make any sense of Swiss identity without refer-
ence to the institution of neutrality that solved the federation’s security
dilemma after repeated conflict with the Habsburgs and other neigh bor-
ing powers (Sciarini, Hug, and Dupont 2001).7 Likewise, the French and
British national identities emerged from a series of wars stretching well
into the eighteenth century in and beyond Europe (Tilly 1990). For ex-
ample, Linda Colley (1992) has persuasively shown that British identity
formation owed much to the fights against Catholic France. In all these
cases, the expedience of protracted warfare, rather than a conscious con-
tractual choice, shaped the nation as demos. Eventually political and so-
cial citizenship was gradually extended to the masses as a recognition of
their combat efforts.

Analysis of the internal dimension of demos formation turns the atten-
tion to the institutions that create and support a political communicative

6 A more modern reading dates state formation at the establishment to the Swiss Feder-
ation in 1848,
7 These authors also argue that direct democracy contributed to Swiss nation-building,
but it should be recalled that this type of palitical participation coincides with Dahl’s first
. L I | ) .
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space. Again it would be a mistake to interpret this process exclusively, or
even primarily, from a voluntarist standpoint. Quite on the contrary, dem-
ocratic integration often went hand in hand with coercive cultural ho-
mogenization. According to Michael Mann, the push toward cultural uni-
formity was not an anomalous offshoot of political modernization but
was built into the dynamics of democratization itself. Ethnic cleansing and
other types of assertive identity formation thus became “the dark side of
democracy” (Mann 1999).

In Mann’s provocative line of argumentation, this dark side does not
only appear in the organic democracies established in Central and East-
ern Europe during the peak period of nationalist mobilization. Although
with some qualifications, Mann also includes the typically “liberal” de-
mocracies of Europe’s Northwest (and of North America) in his “dark”
account. Such an approach may seem extreme, but Mann offers plenty of
historical evidence, reaching from Britain’s attitude toward the Irish to the
generalized ethnic “readjustments” of the European interwar period, to
corroborate the argument that the constitutional affirmation of popular
sovereignty (“we, the people”) did not necessarily clash with the political
continuity of Hersrenvolk-mentality (“we, the people”). Accordingly, the
present prevalence of culturally homogeneous patterns in a large major-
ity of the European Union’s member states should not be interpreted as
the result of a spontaneous expression of free constitutional choice; it has
to be attributed to the conscious use of power by state elites who claimed
to hold a democratic mandate while amalgamating the people in opposi-
tion to the national “other.”

In this connection, it is necessary to consider formative mechanisms that
underpin ongoing political practice, such as language policy and educa-
tional institutions. Jules Ferry’s famous educational reforms are a case in
point (Weber 1976). The French Republic was deliberately built on the
principle of cultural uniformity, which was interpreted as a necessary con-
dition of civic equality. Secularism and francophonie are seen as the safe-
guards of an integrated system of political communication (Laborde
2001).8

Similarly, it should not be forgotten that British identity formation was
anything but smooth in the periphery. In fact, national integration and de-
mocratization had severe limitations at the Celtic fringe. Michael Hechter
(1975) even goes as far as calling this process of cultural homogenization
“internal colonialism.” This is especially clear in the Irish case: Ireland
never became British. Moreover, both the “greatness” and “Britishness”
of Great Britain are still being challenged in Wales and Scotland. To the

8 For an elite-driven perspective on Switzerland, see Altermatt et al. (1998).
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extent that this will affect the structural foundation of the British state, it
will have an impact on the continuity of its demos too (Nairn 1977).

To conclude this section, it seems that in most historical cases, cornmon
cultural identities were not simply forged through the negotiation of civic
contracts. Where the demos had not been created under predemocratic
conditions, states claiming to pursue democratic goals made deliberate at-
tempts at turning the population into a culturally homogeneous people.
Hence, in these cases, popular sovereignty came into being not so much
as the manifestation of a collective will articulated from belowv as through
a state-led, top-down process devoted to “people-making.” T he demos of
constitutional theories, then, looks more like the product of institutional
fabrication than like the original embodiment of political sovereignty.

Where does this brief account of nation-state formation arnd democra-
tization in the West European context leave us? On the one hand, the se-
quencing of political developments seems to matter especially when the
beginning of democratic mass politics complicates late state-building and
contributes to a short-circuiting of national and democratic d evelopment.
On the other hand, the relationship of democracy and nationalism is his-
torically contingent. Culture cannot be politically discounted, as civic vol-
untarists tend to do. However, the existence of a cultural nation should
not be considered as a prerequisite of a successful democratization either,
as the substantialists suggest. Thus, we conclude that bounded institu-
tionalism provides a more promising account of Dahl’s second transfor
mation. Focusing on the new communication technologies, e now turn
to an analysis of the third transformation.

A European Demos from Cyberspace?

Will new sociodigital formations open new channels of political partici-
pation at the transnational level that can take the place of the previously
established structures of representative democracy? The answer to this
question hinges on more tban technology. Indeed, the sociocultural con-
text of the new mechanisms determines the chances of successful demo-
cratic governance. Uneven and insufficient spread of informmarion tech-
nology threatens to cause social exclusion both within and among the
European Union’s member states. In this section we argue that empirical
evidence casts doubts on the viability of a digital demos in Europe, at least
within the forseeable future.

In terms of normative and policy analysis, there seems to be a consen-
sus on the central role that communication and information will have to
play in order to enhance the opportunities for democratic participation in
the complex system of European governance. Implicitly or explicitly, the
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use of new communication technologies is expected to play a crucial role
in this context. In the “White Paper on European Governance,” published
by the Commission of the European Communities in Brussels in 2001, we
find a section outlining proposals for reforming Europe’s institutional
framework with the following statements:

Democracy depends on people being able to take part in public debate. To do
this, they must have access to reliable information on European issues and be
able to scrutinise the policy process in its various stages. . . .

Information and communication technologies have an important role. Accord-
ingly, the EU'SEUROPA Website . . . , is set to evolve into an inter-active plat-
form for information, feedback and debate, linking parallel networks across the
Union.

Providing more information and more effective communication are a pre-
condition for generating a sense of belonging to Europe. The aim should be to
create a trans-national “space” where citizens from different countries can dis-
cuss what they perceive as being the important challenges for the Union. This
should help policy makers to stay in touch with European public opinion, and
could guide them in identifying European projects which mobilise public sup-
port. (11-12)

Throughout, the document stresses the dissemination of information
especially in connection with communication technologies. Since the
launching of the Information Society Project in the 1990s, the European
Union, and especially the Commission, has indeed put forward several im-
portant policy initiatives in order to promote the idea of e-government
(Chadwick and May 2003: 272). After the presentation of the Bangemann
Report (European Union 1994), with its recommendations concerning
“Europe and the global information society,” EU institutions have been
playing a prominent role as supporters of the infrastructural changes
associated with the spread of new information and communication
technologies.

Regarding the approach adopted in the “White Paper on European
Governance”, it would seem that the experts working on behalf of the
Commission drew inspiration from the widely acclaimed trilogy Manuel
Castells (1996, 1997, 1998) devoted to a thorough analysis of the “In-
formation Age.” According to Castells {1998: 318-32), the European
Union is the most advanced political response to the globalization process,
including the challenges this process involves in the field of communica-
tion technology. The Union is interpreted as the foremost manifestation
of an emerging new kind of polity: the “network state.” Not only does it
represent an original form of linking an integrated economic zone to vari-
able and decentralized “nodes” of political authority; it also constitutes a
particular communicative space, in which information flows bypass the
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control of nation-states and cultural identities are transformed (Castells
1998: 324). However, Castells’ approach leaves open to which extent,and
in what specific ways, information technology could be used 1o give the
communicative space of the European “network state” the shape of a
democratic transnational public sphere.

To find a more concrete treatment of the communication theme, we
turn to the perspective adopted by Joseph Weiler, one of the main schol-
arly authorities in matters of European constitutionalism. With the ex-
plicit purpose of “discussing some proposals concerning the technology
of transnational democracy,” Weiler (1999: 349) brings the Internet into
focus. The plan, which is presented under the suggestive label Lexcalibur,
consists in creating a virtual “European Public Square.” This should be
an Internet web site covering “the entire decision-making process of the
Community, especially but not only comitology” (351). By facilitating
the access to important informations and enhancing the transparency of
the policy process, Lexcalibur is meant to enrich the trans-European pub-
lic debates and to serve as a virtual resource for strengthening the par-
ticipatory dimension in the world of real politics. The goal is to use the
Internet to create more opportunities for both collective actors and indi-
vidual citizens to get involved in EU politics, thus improving the Union’s
legitimacy and increasing its democratic potential. As Weiler suggests, in
such a scenario the Internet “is to serve as the true starting point for the
emergence of a functioning deliberative political community, in other
words a European polity-cum-civic-society” (353).

There can hardly be any objections to plans to put the Internet to dem-
ocratic use. In the current discussions about transnational democracy in
Europe, however, there is a strong tendency to blur the line between the
normative and the empirical analysis of the contribution that communi-
cation technology may make to restructuring the democratic public space.
Quite often it is taken for granted that whatthe Internet could and should
do is already becoming an empirical reality. Yet, unfortunately, noble po-
litical intentions do not always find immediate reflection in actual trends.

This observation is confirmed by some basic facts that should be taken
into account in a provisional assessment of the impact the infrastructural
changes in the sphere of information have had on the making of a demo-
cratic public sphere in the European Union. Eurobarometer surveys that
contain data on media use and access to modern information tools in the
Union report that the increase in access to novel forms of information
technology in Europe during the last few years has been tremendous.
Thus, the household access rate to the Internet at the level of the Euro-
pean Union, which had been 28 percent in October 2000, reached 43 per-
cent in November 2002 (Flash Eurobarometer 2002: 5). Internet connec-
tivity in Europe is being extended swiftly. Nevertheless, it should also be
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noted that the distribution of Internet resources remains remarkably un-
even across EU member states. Whereas the access rate is above 60 per-
cent in Sweden, Denmark, and the Netherlands, it is as low as 14 percent
in Greece, with Portugal and Spain at 31 percent, Italy at 35 percent,
France at 36 percent, Germany at 46 percebt and the UK at 50 percent
(Flash Eurobarometer 2002: 4; for international figures, cf. Choucri
2000).

Moreover, the evidence provided by Eurobarometer data sheds some
light on an aspect of Internet use that seems particularly relevant for the
context of our discussion, namely, the formation of a European public
sphere in cyberspace: Up to now, the Internet has not developed a high
profile as a source of information about the European Union. When Eu-
ropean citizens look for such information, 59 percent watch television, 35
percent read the daily newspapers, 23 percent turn on the radio, and 19
percent consult information brochures. Only 15 percent of the respon-
dents use the Internet as a source of information on European matters, in
spite of the considerable efforts EU institutions have put into developing
attractive and highly accessible web sites.® At the same time, notwith-
standing the sharp increase in the use of new information technology ex-
perienced in “e-Europe,” there has not been a parallel development in the
self-perceived knowledge of EU affairs expressed by the public. While the
proportion of people considering they knew “quite a lot to a great deal”
about the European Union was 24 percent in spring 1999 (Eurobarome-
ter 1999), the corresponding value for 2001 went down to 21 percent (Eu-
robarometer 2001b) and increased again to 27 percent in spring 2003
(Eurobarométre 2003). While based on a short time interval, the trend
shows that there is no automatic correspondence between the techno-
logical infrastructure and the transnational consciousness of European
citizens.

So far, then, the Internet’s transformative effects on the European pub-
lic space have been relatively modest, at least as far as the domain of po-
litical mass communication is concerned. If we put it bluntly, in the em-
pire of new information and communication technologies, television is
still king. Thus, according to data presented by the European Commis-
sion’s DG Press in 2003 (4-6), almost all Europeans (98 percent) watch
television, with news and current affairs being the most watched kind of
program (89 percent). In contrast, a majority of Europeans (53 percent)
still do not use a computer, and only one-third (35 percent) surf the In-
ternet. The example of the Internet shows that the use of new informa-
tion technology does not necessarily widen the communicative range of

9 For a more detailed listing of other less important sources of information on the EU,
see table 4.2 in Enrobarométre Standard 59 (2003).
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Europe’s political space; rather, it highlights a more general, elitist ten-
dency that has haunted the formation of a European public sphere since
the political integration process began to intensify in the mid-1980s. As
Philip Schlesinger (1999) argues, there isevidence of the emergence of new
communicative spaces in Europe. However, the scope of these spaces is
severely constrained. The data collected in Eurobarometer surveys reveal
thatthe groups who allegedly have the highest levels of knowledge on the
European Union are managers and those who acquired the best educa-
tion; at the opposite end, we find women and the unempleyed. Schlesinger
(1999: 271) maintains that business surveys more and more frequently
take the use of the World Wide Web and of e-mail as an indicator ef elite
status.

Against this background, one has to keep in mind that, as Mansell and
Steinmueller (2000: 39-45) have pointed out, the formation of a Euro-
pean cyberspace is closely linked to changes in the citizenship status and
the emergence of new forms of social inequality: Internet access and use
are related to issues of inclusion and exclusion. Accordingly, advanced
information and communication technologies, while offering a potential
instrument against exclusion, can also contribute to new types of disad-
vantages. The extent to which new technologies can be used for over-
coming exclusion does not depend on technology per se; it is a matter of
institutional provisions that may contribute to reduce the cognitive bar-
riers that restrict the use of new informational assets by socially excluded
groups. As a matter of fact, costs and lack of skills turn out to be one of
the main reasons Europeans indicate for not using the Internet, according
to a survey realized under the auspices of the Commission (Eurobaro-
métre 2001: 5).

As long as a proper “virtual citizenship” regime is not established by
political means, the Internet might even be contributing to sustaining the
top-heaviness of the structures of transnational communication in Eu-
rope. Both inside and outside the realm of new information technologies,
the emerging sphere of interrelated European publics is basically a re-
stricted communicative space occupied by elites (Schlesinger 1999. 276).
Public communication flows are typically channeled through specific print
media; the Financial Times can be considered as the most characteristic
transnational press organ for political and economic elites with a strong
interest in European affairs.’® In the context of European elite commu-
pication, English has been successively consolidating its position as a
nascent lingua franca (de Swaan 1993).

10 In a report published in the German weekly Die Zeit, the Financial Times Europe is
considered to be the only daily newspaper articulating a European public sphere;cf. Die Zeit
29/2001.
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Havingalready spoken of the cognitive barriers thatlimit a broader ac-
cess to the emerging European cyberspace, we would like to single out
briefly the question of language. As virtual as it may be, political com-
munication in cyberspace still requires a linguistic medium. Irrespective
of the communication technology at work, this medium will be related to
language communities with palpable cultural identities in the real world.
Hence, the issue of using the Internet for the sake of transnational democ-
racy should not be addressed without taking into account its linguistic as-
pects. The politics of language has often remained a marginal topic in the
discourse on transnational democracy. At the same time, EU institutions
have been making remarkable efforts to prevent language from becoming
the subject of a potentially explosive public debate in Europe (Kraus
2000). It is quite symptomatic that in the whole White Paper on European
Governance, the language question receives scant attention beyond a
short note on the relevance of guaranteeing the linguistic accessibility of
information on the European Union for a broad European public. Ac-
cording to the document, this implies delivering information in all the of-
ficial European languages (eleven at present), “if the Union is not to ex-
clude a vast proportion of its population—a challenge which will become
more acute in the context of enlargement” (Commission of the European
Communities 2001: 11).

Nonetheless, the current practice adopted by European institutions
when using the Internet for informational purposes does not always
match this ambitious objective. On the Commission’s web site, many doc-
uments are available only in English or French, with German being the
most likely third candidate. The limited capacity of the EU translation ser-
vices is obviously a constraining factor in this respect. It is bizarre, how-
ever, that information about a regional development project financed with
European funds and located on a North Frisian island (belonging to Ger-
many) is given only in French on the official EU web site. Similarly, it is
difficult to understand why an EU project carried out to help homeless
children in Palermo gets Internet coverage only in English.}!

Communication problems of this kind go well beyond the anecdotal
level. According to the special Eurobarometer report on Europeans and
Languages (Eurobarometer 2001), 47 percent of all Europeans declare to
know only their mother tongue. According to the survey, which was con-
ducted in December 2000, English is unsurprisingly the leading foreign
language in the European Union: 41 percent of Europeans know English
in addition to their mother tongue. The corresponding figure for French
is 19 percent, with 10 percent for German, 7 percent for Spanish, and 3

11 The examples are taken from an article “Englisch bevorzugt™ published in the Frank-
furter Rundschau on July 6, 2001.
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percent for Italian. It should be noted that these are very rough and ap-
proximate findings, based on the self-evaluation of the respondents. In
particular, they do not reveal any precise information on levels of lin-
guistic proficiency. Thus, when the respondents were asked if they can
take part in a conversation in a language other than their mother tongue,
the percentage for English goesdown to 32 percent. The proportion given
for French is 11 percent, and only German remains relatively stable with
8 percent. In spite of all necessary reservations concerning the reliability
of such figures, we conclude that linguistic barriers in Europe’s emerging
ensemble of communicative spaces remain fairly high. Moreover, foreign
language skills are distributed very unevenly, both socially and geograph-
ically, displaying a pattern similar to the use of the Internet. In brief, the
linguistically and informationally versatile citizen, who is prepared to get
actively involved in European public debates, belongs to the upper strata
of society and lives disproportionally in northern or central Europe rather
than on the Union’s Latin rim. All in all, the democratic potential of
transnational Internet use will remain limited, as long as “user resource
issues, such as ability to receive and interpret information” {(Chadwick
and May 2003: 272) are neglected.

New information technology itself is unlikely to transform the compli-
cated interplay between the political and the cultural dimensions of Eu-
ropean integration. It should be added that the situation observable in the
field of other communication technologies does not point toward the
quick formation of an integrated transnational public sphere either. Both
broadcast media and the press, which appear to play a more important
role in the political process than the Internet, still suffer from national
fragmentation, in terms of both production conditions and consumption
habits (Gerhards 1993; 2000). For example, Gerhards (2000: 294) cites
figures showing that the European (as opposed to national and interna-
tional) coverage in German broadsheets didnot move above 10 percent
from 1951 through 1995.

According to a well-known argument, the invention and dissemination
of print technologies originated fundamental changes in the patterns of
human communication and played a decisive role in the making of the
modern nation-state as a historically new form of political organization
(Deutsch 1966; Anderson 1991; Warner 1990). At present, it would be
premature to try to assess the actual effect of the Internet in fostering the
birth of large-scale political communities transcending national borders.
So far, however, the European situation does not offer much evidence that
new information technology will swiftly lead to more extensive forms of
political integration at the transnational level.

We have argued that bounded institutionalism provides the best un-
derstanding of how democracy developed during Dahl’s second transfor-
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mation from the city state to the nation-state. In principle, this does not
automatically imply that this perspective outperforms national substan-
tialism and civic voluntarism with respect to the transition beyond the
nation-state. To be sure, the structural conditions of democratization and
demos formation in the latter phase differ dramatically from the former.
Whereas the European nation-states, and thus their demoi, formed at least
in part as a result of warfare, it seems quite unlikely, and equally unde-
sirable, to rely on such a mechanism in the case of the European Union
(Flora 2000). In fact, the European integration process was initiated to
rule out this eventuality. While militarized crises cannot be entirely ex-
cluded, the most likely external means of identity formation relies on
more peaceful exchange processes pertaining to the movement of goods
and people, and boundary drawing relating to the European Union’s en-
largement process (Wzver 1996; Cederman 2001b). In view of the wors-
ening transatlantic relations, it is not surprising that some intellectuals
have revived the possibility of building a political platform that challenges
the unilateral bias of U.S. foreign policy.!?

The historical differences do not concern only the external dimension.
Tbe challenge of cultural unification was less daunting in nineteenth-
century Europe because the units to be integrated were mostly inhabited
by unmobilized populations. By contrast, today’s situation within the Eu-
ropean Union differs from this picture because the member states are all
democratic and nationally mobilized. Where political identities are already
activated, attempts at assimilation are likely to backfire (Deutsch 1966).

For these reasons, the challenge of continued integration and identity
building has become more arduous than during the second transforma-
tion, despite the recent revolution in communication technology. Not-
withstanding the scarcity of hard evidence confirming our theoretical ex-
pectations, we believe that our bounded version of institutionalism should
apply even more readily to socio digital formations in the current phase
of integration. In this sense, our perspective stresses the dynamics of “cit-
izenization,”13 and the cognitive processes by which people learn to act
as citizens in a digital world.

Conclusion

What does the bounded institutionalist outlook entail in terms of future
theorizing and policymaking? We have made two key assumptions that

12 In a newspaper article cosigned with Jacques Derrida, Habermas interpreted the pub-
lic outcry triggered by the U.S.-led invasion of Iraq as the expression of a nascent public
sphere in continental Europe. See the Frankfurter Allgemeine Zeitung, May 31, 2003.

13 We take this term from Tully (2001: 25).
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have important consequences for the debate concerning the European
Union’s legitimacy crisis. First, we have postulated that the demos and
democracy have to develop in tandem. A mere expansion of democratic
practice supported by technological innovation, such as the Internet, will
not in itself help enlarge the public sphere constituted by the demos. For
the second assumption tells us that the nature of the demos is inherently
culture-laden, and so its emergence depends on the operation of specifi-
cally identity-forming mechanisms that surpass the democratic process
itself. Truly democratic deliberation, at least in the Habermasian sense,
does not materialize as an automatic response to more intrusive suprana-
tional decision making. Moving beyond disparate issues, such as the BSE
or corruption scandals, to a more coherent ideological parsing of politi-
cal conflict will require more than reform proposals based on referenda
or “cyber democracy,” initiatives that could be interpreted in populist
terms (Calhoun 1988).

It may seem that our reasoning exaggerates the “top-down” dimension
of EU institutions. Yet our focus on mass-based mechanisms of identity
formation does not discount the value of bottom-up initiatives of partic-
ipation and mobilization. It goes without saying that interest-group poli-
tics and spontaneous citizen protest serve essential functions in any
democracy. Indeed, Europeans appear to be organizing in increasing num-
bers across a wide spectrum of policy issues (Imig and Tarrow 2001).
However, it should be recalled that, at the national level, similar expres-
sions of such decentralized activities unfold within, and in opposition to,
a stable framework of formal electoral and politico-cultural institutions
that provide an infrastructure of meaning, adjudicate access, and channel
participation. Summing up a volume devoted to the study of contentious
politicis within the European Union, Sidney Tarrow (2001: 250) argues
that European-level public interest groups “have great difficulty creating
and maintaining representative links with their claimed constituencies in
the member-states. And without such ties, it would be suprising if such
groups gained much political clout either in Brussels or with respect to na-
tional governments.”

However appealing Habermas’s notion of communicative action may
be in theory, most of its practical applications to the European Union fail
to account for how to undergird the communicative process with a mass-
based, participatory infrastructure. Clearly, communication technology
itself cannot be the answer. Indeed, the ambiguities that characterize the
processes of public communication in the Internet at the national level are
likely to become even more pronounced in the transnational context. On
the positive side, we find decentralization of expertise and the building of
issue networks across borders. Yet on the negative side, there are tenden-
cies toward an ongoing fragmentation of the public and the correspond-
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ing loss of concern for the “common good” (Sunstein 2001). At any rate,
there is a very real danger that the elitist and populist tendencies of mod-
ern democracy will be reinforced in the absence of institutional rules es-
tablishing a political framework for the public use of information tech-
nology in Europe.

While well-informed democratic decision making at the mass level may
not require the cultural cohesion of the nation-state, it would be foolish
to throw overboard the achievements of representative democracy in
favor of an abstract notion of deliberative democracy that is to a con-
siderable extent unsupported by shared linguistic and educational reper-
toires, and media institutions at the supranational level. Due to the
member states’ successful opposition to policies threatening their national
identities, the fact remains that these policy dimensions are still notori-
ously underdeveloped within the European Union (see, e.g., Theiler 1998;
Cederman 2001a).

In terms of policy, then, a cultural-institutionalist compromise could be
found between the national substantialists’ call for “autonomy protec-
tion” (Scharpf 1999) and the civic voluntarists’ recommendations in favor
of accelerated political integration and constitutional reforms. While
doubting that the European integration process can be halted, let alone
reversed, we believe that there must be a balance between efforts to
create a transitional communicative space that is more accessible to a
broader public and future steps toward increased supranational author-
ity. Such a gap can be filled only by complementing the thrust toward tech-
nological innovation and deepened integration with comprehensive re-
forms in the areas of education, public communication, and the media
that serve to enhance, and distribute more equally, the knowledge and
engagement in the European integration process. The possibilities in-
clude improved foreign-language training and a strengthened “European
dimension” in civic education. Failure to enact such initiatives risks cre-
ating “lost generations” of Europeans who lack the capacity or willing-
ness to participate in the democratic process beyond their national
communities.
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Information Technology and State Capacity
in China

DOUG GUTHRIE

In the new century, liberty will spread by cell
phone and cable modem. . . . We know how
much the Internet has changed America, and we
are already an open society. Imagine how much
it could change China. Now, there’s no question
China has been trying to crack down on the
Internet—good luck. That’s sort of like trying to
nail Jello to the wall.

—President Bill Clinton, March 8, 2000

INASMUCH As IT is fashionable to claim that information technology will
allow liberal ideals to enter formerly closed societies, thus hastening the
fall of authoritarian regimes, China is an interesting case within this dis-
cussion. Where the first decade-and-a-half of China’s economic reforms
have been organized around the development of an export-led economy
and the transformation of industrial organizations, since the mid-1990s
the focus has shifted to the realm of technology. It is widely believed
among experts and Chinese leaders alike that technological development
will play a key role in China’s continued economic expansion. As China’s
Minister of Science and Technology Xu Guanhua recently asserted, “Sci-
ence and technology will play a major role in economic and social de-
velopment in China. ... China has achieved remarkable progress in
seeking new technology discoveries, which have been important to the
national economy over the past few years” (Cui 2001: 1; see also Segal
2002). If China is to develop an indigenous high-tech industry—an es-
sential stage in the push to become a first world economic power—it must
follow global trends in technological development and compete with the
strongest advanced industrial economies of the world in the realm that is
unfolding as one of the crucial battlegrounds of global capitalism: infor-
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mation technology (Cooper 2000). Openly acknowledging this necessity,
the Tenth Five-Year Plan calls for information technology to take its place
alongside other industrial sectors and take a central place as a “pillar” in
the economyj; according to planners, the sector is expected to grow 30 per-
cent a year.' Further highlighting the importance of information technol-
ogy in China is the extent to which this sector of the economy is tied to
other newly emerging economic sectors. For example, if the country is to
develop viable and healthy financial markets, as is its stated goal, it must
have in place the information technology to undergird this industry. In
many ways, information technologies, and more generally a thriving high-
tech economy, hold the key to China’s continued economic development
and growth into the economic power it aspires to become.

Yet, even as it is widely acknowledged as a central part of China’s eco-
nomic health and development, information technology holds at once
promise and peril for the Chinese government. While the evolution of in-
formation technology is a necessary step in the continued development of
the Chinese economy, it may also provide citizens the tools of privacy and,
ultimately, resistance. To the extent that individuals can communicateand
gather information beyond the reach of the state, the authoritarian gov-
ernment’s power to control its people may be compromised and weak-
ened. Tacitly acknowledging this possibility, Beijing has maintained a
tighter control over the emergence of new information technologies in
general, and the Internet in particular, than it has over the evolution of
any other industry precisely because the free flow of information poses
such a threat to the already withering one-party system.

Beijing’s tight control over information technology seems to affirm the
sentiments of those who believe information technology will bring about
democracy. The argument from this camp is that information technology
allows for the rapid sharing of information across political and social di-
vides; that information technology (specifically the Internet) is an inex-
orable force, chipping away at the veneer of authoritarian regimes and
laying the seeds of democracy.? The view here is first that, through the
Internet, exposure to Western liberal ideals of democracy and freedom
will help to create an understanding of these ideals and eventually foster
a groundswell of popular support for them. The Internet and informa-
tion technology more generally, the theory goes, cannot be controlled by
any government, and authoritarian governments will be overrun by the
availability of liberal ideals and the freedom to communicate across
boundaries.

1 For discussion of the role of information technology as articulated by the Tenth Five-
Year Plan, see Harner (2000).
2 See, for example, Freidman (2000, 1999); Hill and Sen (2000}.
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While few scholars o f technological change hold the simplistic view of
the technological revolution articulated by President Clinton above,
politicians and promoters of technological change often do impute an in-
dependent causal role to the technology itself. The problem with this view,
at least in the case of China, is that while radical changes are occurring
there—changes that amount to significant encroachments on the Chinese
government’s sovereignty—and while these changes have, to some extent,
coincided with the emergence of information technology there, there is
not necessarily a causal relationship among these realms. In this chapter,
I present a grounded analysis of the relationship between information
technology and the ability of China’s authoritarian government to con-
trol its population. The Chinese government desperately needs to foster a
healthy high-tech industry, butis IT the Pandora’s box that some Western
business leaders and Chinese bureaucrats seem to think it is? To answer
this question, I look at four areas where the evolution of IT has had an
impact—foreign investment, private social networks, the emergence of
newly autonomous sectors of society, and popular resistance—all of
which are clearly related to the control exercised by China’s authoritar-
ian government and perhaps to democratization. [ argue that, first and
foremost, the answer to this question depends upon the level of analysis:
if we are looking at the macro level, IT does not play a causal role in the
changes that are transforming Chinese society—fundamental institu-
tional changes in China originate with governmental reforms, and these
institutional reforms have been in motion for many years. However, on
the micro level, IT does appear to play a role in the evolution of new types
of social networks and in creating opportunities for newly emerging sec-
tors of society. Access to information, the ability to communicate, and in-
dividual freedom in the economy and society have changed dramatically
in reform-era China, and some of these changes have been fostered by the
emergence of new forms of technology. The availability of information
technology played an important role in the scale and scope of China’s
most significant resistance movement of the reform era; and it plays a very
particular role in setting the tone of negotiations with foreign investors.
Further, the introduction of new technologies in China’s private-sector
economy and in the academy has created many new opportunities and op-
tions for the actors within these sectors of society. In many ways, in each
of these areas, the use of information technology by actors in society has
shaped the dynamics of governmental-society relations and, by extension,
the reform process itself. Information technology has not played a direct
causal role in the Chinese government’s declining control over its popu-
lation, but once certain institutional changes were in motion, information
technology has interacted with these reforms and perhaps hastened this
process of change in significant ways.

IT AND STATE CAPACITY 315
Market Reforms and Political Reforms

It is important to acknowledge from the outset the extent to which the
economic reforms in China have been driven by a political process. State
policies have driven the methodical transformation of old sectors of the
economy and the creation of new sectors, the creation of new markets and
new economic institutions, and the development of new practices for the
actors operating within these new markets. In the two decades of eco-
nomic reform in China, the state has consistently and methodically guided
the reforms, maintaining control over the majority of the industrial econ-
omy and tightening fiscal constraints for the inefficient state sector at only
a gradual rate. More than this, the state has introduced the policies and
laws through which the new markets that increasingly govern economic
processes in China have been constructed. Even beyond methodical in-
volvement of the state in shaping China’s transition path, the political na-
ture of economic change runs even deeper, as legacies of the former insti-
tutions of the state-run economy shape the country’s development path in
fundamental ways. In recent years, the hands-on policies of the govern-
ment have extended to the New Economy as well, as the state has sought
to regulate and control the emergence of new forms of technology, while
at the same time allowing enough freedom for innovation and the erner-
gence of viable free markets. In this section, I will briefly lay out the po-
litical aspects of economic reforms in China as they relate to the erner-
gence of an information technology sector. This discussion is relevant, as
the political nature of economic reform in China is a necessary starting
point for a discussion of the capacity and autonomy of the Chinese state,
especially in the realm of new information technologies.

Political Forces in the Emergence of New Sectors

Even as the state has receded from direct control over the economic deci-
sions of individuals and firms, and even as foreign capital and technology
have played an increasingly important role in China’s emerging markets,
the Chinese government continues to play a central role in the reforn era.
As such, politics have played a fundamental role in China’semerginghigh-
technology sectors. One of the clearest examples of the political role in
the creation of the New Economy has to do with the development of
China’s newest Special Economic Zone (SEZ) in Beijing, Zhongguaricun
(Chinese Silicon Valley) Science and Technology Park.? The development
of the SEZs has been a purposeful political process, where the government

3 For discussion of Zhongguancun, see Zhu (2000). See also Cooper (2000: 4). Unless
otherwise noted, the discussion here derives from these two sources.
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has targeted specific areas and aspects of the reform project to encourage
the advancement of a new sector of the economy and a new part of eco-
nomic reform. There are many SEZs throughout the country, the most fa-
mous being Shenzhen in Guangdong and Pudong in Shanghai, which are
tied to the development of export industries and attraction of foreign in-
vestment into the industrial economy. While the development of Zhong-
guancun is also tied to issues of export and the continued development of
an industrial infrastructure, it is also driven by the government’s decision
to invest in the high-tech economy. Established in 1998 as a way of en-
couraging software development, the technology park was taken over by
the Beijing municipal government and the Ministry of Science and Tech-
nology in 1999. Over the next decade, the park will receive investment
from the municipal and national government for several large-scale con-
struction projects to facilitate its development into a global software cen-
ter. By June 2002 the government was to have built or renovated sixty
kilometers of road in the thirty-square-kilometer area and constructed
four new sewage plants. The investment yielded immediate dividends: in
1999 the park earned over $10 billion in revenues, surpassing China’s
other high-tech parks, and by the end of 2000, it had 8,224 high-tech com-
panies. The park is now establishing itself as the economic engine of Bei-
jing: in the first five months of 2001, for example, high-tech exports ac-
counted for half of the city’s total and represented an increase of 79
percent over the same period in the previous year.*

Another example of the politics surrounding the evolution of informa-
tion technology in China has to do with the extent to which this sector
has remained under tighter control than other rapidly developing indus-
tries. This sector is monitored closely by the central government for a va-
riety of reasons. First, it is a sector in which very significant technological
transfers are occurring in joint venture deals between foreign and Chinese
firms. The Chinese government knows all too well that, as big as the Chi-
nese market for information technology portends to be, it is this market
that foreign investors are after. The Chinese government would like to
limit the extent to which foreign producers, such as Motorola and Nokia,
are able to control that market, as Chinese companies, such as Huasheng,
will eventually be able to compete with these companies. Yet the govern-
ment also knows that it needs the technology that companies like Mo-
torola and Nokia can deliver. As a result, close monitoring has become a
central part of the sector’s development process. And when it has become
apparent that certain companies are doing too well, the government has
stepped in and leveled the playing field somewhat.* Second, and perhaps

4 China Daily, June 26, 2001: 5.
5 This was the case with Motorola in 1996. Up until that time, Motorola had only a
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more important, because the telecommunications industry provides an in-
frastructure for the spread of information, the gevernment is clearly afraid
of completely losing control over individuals’ access to information. Ac-
cordingly, telecommunications is the last sector to remain c losed to for-
eign capital, as Chinese law still forbids foreign capital in this sector.® It
is for this reason that exceedingly complicated deals have been worked
out in the establishment of companies in this sector, asin the case of
Sina.com.” In addition, telecommunications has been the target of the
most aggressive regulations.

Access to Information and the Growth of the IT Sector

There has unquestionably been a great deal of activity in the IT sector in
recent years. However, before looking at the development of new infor-
mation technologies per se, let us first take into account the spread of in-
formation more generally. Table 1 presents some indicators of the growth
in access to information in China over the last two decades. For both
newspapers and magazines, the growth has been exponential over the
two-decade timeframe, with the number of newspapers expanding from
186 in 1978 to 2,038 in 1999, and magazines expanding from 930 to
8,178 over the same period. Television programs have seen greater than

Wholly Owned Foreign Enterprise (WOFE) in China and a licensing agreement with a va-
riety of factories, including the Hangzhou Telecommunications Factory, to produce their
handsets. Motorola made a great deal of money through this arrangement, whichallowed
them to produce and sell phones without transferring significant technology in the process.
Then in 1995 they began negotiating a joint venture with the Hangzhou Telecommunica-
tions Factory. In a personal interview with one of the insiders on this deal, I inquired as to
what had led to the change of heart. The American manager said, “Let’s just say that the
(Chinese] government decided it was time for us to share the wealth. And1f we were going
to keep doing what we are doing in China, we were going to haveto setup a joint ver ture
deal with someone.”

6 With China’s recent entry into the World Trade Organization, changesin the state’s con-
trol of thissector are imminent, as the agreement China and the United States reached ir1 the
negotiations over China’s entry mandates that foreign firms be able to own minority scakes
in the telecommunications industry.

7 1t is very likely that the recent strife between the former CEQ, Wang Zhidong, and the
board of directors was caused by the complex business structure that was required in es-
tablishing Sina.com’s initial public offering, which was a result of Beijing’s prohibitions
against foreign ownership in this sector. When Sina.com went public, the company had to
give up its control over the Internet within China. Sina.com, which, as an Internet portal
company in China, actually can only provide “technical assistance” to the Chinese-based
Sina Internet Information Service Co. Ltd, which has an Internet content provider license,
of which Wang also owns a majority stake. Thus, we havean American listed company, with
an American board of directors, that is purportedly an Intemet content provider but does
not have an Internet content license in China and hastorely solely en a Chinese-based com-
pany for access to the Internet.
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TABLE 1
Access to Media of Information in China

Magazines Newspapers Television
1978 930 186 —
1980 2,191 188 —
1985 4,705 1,445 38,056
1986 5,248 1,574 —
1987 5,687 1,611 —
1988 5,865 1,537 —
1989 6,078 1,576 —
1990 5,751 1,444 91,572
1991 6,056 1,524 —
1992 6,486 1,657 —
1993 6,486 1,788 —
1994 7,011 1,953 —
1995 7,325 2,089 383,513
1996 7,583 2,163 —
1997 7,918 2,149 616,437
1998 7,999 2,053 477,893
1999 8,187 2,038 526,483

Source: Statistical Yearbook of China (2000: 712-14).

exponential growth over this period, with 38,056 programs in 1985
growing to 526,483 programs in 1999. While these media are not typi-
cally placed in the category of new information technology, they are in-
dicative of an important trend of growing access to information and thus
relevant for any discussion about information and social change.

Table 2 shows the growth in information technology since the economic
reforms began two decades ago. Use of pagers, mobile telephones, e-mail
and the Internet, and the development of optical and digital cable lines—
all-important aspects of a growing IT economy in China—have all ex-
panded dramatically in this period. The growth in pager and mobile
phone use has been rapid in the last decade: both of these forms of tech-
nology were basically nonexistent in China in the mid-1980s and grew to
46 and 43 million registered users in 1999, respectively. The use of mo-
bile telephones has undergone another period of extreme growth since
1999, growing to approximately 116 million subscribers as of June 2001,
according to Lou Qinjian, vice-minister of the information industry.® The
penetration of these technologies, while dramatic, is not surprising: in de-
veloping societies around the world, it has been much faster and easier to
implement mobile technology as the primary form of communication

8 China Daily, June 26, 2001: §.
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Sources: Stavistical Yearbook of China (2000: 543-546); China Daily, June 26, 2001: 5.
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than to lay grounded lines. Given the recent introduction of mobile phone
technology into China, the growth in this area has been truly dramatic—
25 percent of the 175 million phones in China are mobile phones—and
virtually all industry experts agree that China will very soon become the
largest market in the world for mobile telephones. It is also likely that the
figures for mobile telephones are underrepresented here, as the numbers
listed here are subscribers to official services, and the unregistered mobile
phone market is huge in China. Estimates on just how big this market is
do not exist, but one need only go through the process of buying a sec-
ondhand phone and setting up an unregistered account to understand just
how popular this practice is in China.

With the relatively low penetration of personal computers in China, it
is somewhat surprising that there are more than three million registered
Internet users in China. Yet, as with the mobile phone reports, it is also
likely here that the figures on the Internet are underrepresented, as the
most popular web sites in China are those that do not require subscriber
registration.” Instead, the majority of Chinese gaining access to the Inter-
net today do so through a pay-per-minute service provided by the phone
company, in which a user can log on anonymously from any phone and
access the Internet or publicly maintained e-mail accounts on one of the
main Internet portals. For example, 163, 263, and 169 all allow users to
gain access to the Internet without establishing a subscriber account.
Table 2 also shows the developmental trends of the infrastructure that
supports IT, such as the Internet, optical cable, and digital lines, growing
from nothing to more than a million lines each in just over a decade.

Finally, figure 1 compares the activity of foreign investors in a variety
of sectors in China. Despite the state’s tight control over telecommunica-
tions, it is nevertheless one of the sectors most heavily invested in by for-
eign companies, as measured by the number of foreign joint ventures es-
tablished in this industry. This reflects both China’s need for technology
in this sector of the economy but also the foreign perception of great mar-
ket opportunity.

The bird’s-eye view of the information presented above tells us the fol-
lowing: First, the spread of information more generally in China has oc-
curred in dramatic ways over the course of the economic reforms. Second,
information technology itself is spreading in significant ways in Chinese
society, and this spread includes both individual-user access to IT and the
hardware and infrastructure that is necessary for the further development

? Industry experts predicted that China could reach an online population of about twenty
million by 2002, roughly equal to that of Germany and France. See, e.g., “State of the In-
ternet in China,” Chinaonline, July 21, 2000. In 2001, predictions suggested that the num-
ber would be ¢loser to thirty million by 2002; see New York Times, June 12,2001: W1.
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Figure 1. Number of foreign joint ventures in selected industries

of this industry. Taken together, this means that access to informationand
the high-technology vehicles that facilitate communication about and the
sharing of information are significant forces in Chinese society. In addi-
tion, the high-technology sectors of the economy, including telecommu-
nications, are among the most active in terms of foreign investment. The
question before us now is, what implications do these charges have for
Chinese society, for the capacity of the Chinese state to control its popu-
lation, and for the process of democratization in China?

Information Technology and State Capacity in China

To what extent do these changes, which are driven by macro-level state
policies, have an impact on the ability of China’s authoritarian govern-
ment to maintain control over the economy and society? To answer this
question, we must approach the issues from the micro level: we must
ground the analysis in the ways that actual users are employing the new
technologies to their own ends. This grounded analysis will allow us to
look more closely at the conditions under which emergent technologies
actually have an impact on state capacity. In the following sections I will
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examine four instances in which information technology appears to be re-
lated to incursions against the capacity of the Chinese government to con-
trol its population. In the realms of foreign investment, individual privacy,
the emergence of newly autonomous sectors of society, and overt resis-
tance to state power, we can find important examples in which informa-
tion technology seems tied to intrusions against Chinese state capacity
and, ultimately, state sovereignty. However, as I will argue below, while
information technology has played an importantrole in the dynamics sur-
rounding each of these areas of inquiry, these dynamics also need to be
viewed in the context of the institutional changes already underway in
Chinese society.

Foreign Investment

Attracting foreign investment has been a basic part of China’s economic
development in the reform era. On June 11, 2001, in the City of Shang-
hai, the Internet giant AOL Time Warner (AOLTW) announced a $200
million joint venture with Legend Holdings, China’s largest computer
maker,!* The venture is working toward the development of Internet ser-
vices that will be bundled with Legend’s computers, which currently holds
about one-third of the market share for personal computers in China. De-
spite the fact that foreign companies as of 2001, were still not allowed to
own stakes in Internet services or Internet content providers, AOLTW has
committed $100 million to the development of a venture that will place
the company primarily in a position of consultation and technical sup-
port. The reasons the company is willing to accept such a deal likely in-
clude the upside potential of Internet development in China and the fact
that the prohibitions against foreign ownership in the telecommunica-
tions sector are going to change with China’s entry into the World Trade
Organization. For China, the positive aspects of this deal are many: it en-
tails a large amount of committed capital, even compared to other large-
scale joint venture deals;!! it brings technology to China in an area that
is rapidly evolving; and it carries international caché and branding from
the largest personal access Internet service provider in the United States.

Yet despite these many advantages for both sides of the partnership,
both sides also take on significant risk. The risk for AOL Time Warner is
largely economic: given that many of the joint ventures involving multi-

10 Derails of this venture taken from Smith (2001).

11 Most of the large joint venture deals come in atjust under U.S. $30 million, asthis is
the level at which approvals need not go beyond the municipal government. A joint venture
deal the size of the AOL Time Wamner-Legend deal must be approved directly by the State
Council.
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nationals in China have reported losses for the entire time they have been
in operation in China, it is unlikely that AOLTW will see a return on its
investment anytime soon. Thisis an investment for the future, and the fu-
ture is always somewhat unpredictable in developing countrieslike China.
The Chinese risk is, in some ways, more fundamental: when the State
Council endorses a deal of this size, it is giving up some amount of con-
trol over the development of the sector in which the venture is occurring.
In other words, investments such as these pierce the veil of the authori-
tarian government’s sovereign control over the nation and the economy.
Presidents and CEOs of multinationals investing large sums of money in
China expect to be heard. In Beijing the mayor established an Advisory
Council in 1999 made up of presidents and CEOs of companies with sig-
nificant stakes in China, so that these high-power individuals can have an
official forum in which to express their views.!? Sometimes cempany ex-
ecutives are afforded even higher access to air concerns. For examnple, fol-
lowing an incident that involved theft of intellectual property, DuPont
used what bargaining power it had to pressure government officials to set
forth policies that will safeguard against the recurrence of a similar inci-
dent in subsequent investments. In 1994, on the brink of embarking on
another joint venture in China, DuPont’s chairman, Edgar Woolard, met
with Chinese President Jiang Zemin to discuss formal policies that would
protect foreign investors. It is unlikely that Woolard was able to elicit any
guarantees from President Jiang or that this meeting was a direct precur-
sor to the law protecting intellectual property, which was promulgared in
1995 (the law had been in the works for a long time prior to the meeting).
Yet, as China needs foreign investment to develop, such high-stakes ne-
gotiations require the Chinese government to create an environment in
which investors feel that their assets are somewhat protected. This re-
quires giving up sovereign control over industries and sectors of the
economy.

In earlier work I have examined the impact of negotiations over foreign-
invested joint venture agreements on Chinese state sovereignty (Gu thrie
1999a: chap. 7). That line of research is specifically about the use of ar-
bitration clauses in joint venture contracts, but the issues also apply to
joint venture deals more generally. I note in that analysis that “For the
first time since the founding of the PRC, foreign parties have input on de-
cisions that affect Chinese internal affairs. Enforcement still lies in the
hands of Chinese authorities. But for a country that only a few years ago
operated fully on the institution of administrative fiat, turning over power
of decision making to a third [party] . . . is somewhat problemaric” (163).

12 The Third Annual Meeting of the Advisory Council of International BusinessLeaders
was held on May 9-10, 2001, in Beijing.
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The central point of that analysis is that negotiations with foreign parties
require the Chinese government to give up some power and control over
Chinese society. The extent to which the Chinese government is forced to
give up sovereignty varies with value of the joint venture investment:
when the Chinese government is facing a large multinational company
that seeks to invest a significant amount of capital and technology, both
of which China desperately needs, it must give up control over the ven-
ture to a significant extent. And if that company uses arbitration clauses
in its joint venture contracts, as most large multinationals operating in
China do, the government gives away control of the economic venture in
question to a greater extent still.13

The AOLTW deal is especially interesting in this vein because it comes
in an industry and at a time in which the government seems intent upon
maintaining tight control. To argue that IT plays a causal or even central
role in diminishing China’s sovereign control over economic development
or the telecommunications sector specifically would be an exaggeration
of IT’s role in what is a larger trend. Foreign investment has played an im-
portant role in China’s reform effort since the country reopened its doors
to foreign investment in 1979. From Deng Xiaoping’s visit to the United
Statesin 1979 to the Law on Chinese-Foreign Equity Joint Ventures—one
of the first laws passed to usher in the economic transition—the attrac-
tion of foreign capital and technology has been central to the economic
changes occurring in China. Table 3 puts the AOLTW venture into per-
spective: Despite the size of the venture, this sum of money, while signif-
icant, is only one part of an investment trend that has been occurring for
the last two decades in China. It is the first venture of its size in the highly
guarded telecommunications sector and the first with a major Internet
provider, so it will be interesting to see how the Chinese government deals
with the inevitable challenges to the economic and social control this ven-
ture will bring about. But it is only the most recent in a long line of in-

13 Arbitration clauses are a particular case in which the government gives away control
over joint ventures. If a joint venrure contract specifies nothing about how a dispute will be
resolved, disputes thatarise will be handled by the Chinese courts. This is the besc-case sce-
nario for the Chinese government in terms of sovereigaty because the courts, at chis point,
are still an arm of the authoritarian government. However, if a joint venture agreement
specifies that disputes will be settled through arbitration, there are two possible venues for
this. The first is the Chinese International Economic Trade and Arbitration Commission
(CIETAC), an institution of arbitration in Beijing (with branches in Shanghai and Shenzhen).
The significant fact about CIETAC in terms of arbitration is that one-third of the arbitra-
tors thatsit on any case are from other countries. Thus, once cases go to CIETAC, the Chi-
nese government no longer has control over their outcome. A second possibility is that a
joint venture agreement can specify third-country arbitration, in which the dispute will be
settled in the arbitration institution of some specified third counrry. The Chinese govern-
ment has even less control—if any at all—over the outcome of these cases.
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TABLE 3
Foreign Capital Invested in China in the Reform Era
Foreign capital Fereign capital
committed Numberof actually used
(in billions) projects (in billions)
1985 5.932 3,073 1.661
1990 6.596 7,273 3.487
1995 103.205 37,184 48.133
1999 52.102 17,022 52.009

Source: Statistical Yearbook of China (1999, 2000).

vestments that have placed the Chinese government in a par tnership with
Western multinationals. So does IT matter for encroachments on state
sovereignty in the realm of foreign investment? Yes, but thi s challenge to
the state is only the most recent in a long line of sectoral tra nsformations
that have occurred throughout the economy over the last tvventy years.

Privacy and Infonnation Technology: Social Networks in China

During a recent research trip in Ckina, a Chinese colleagzue decided I
needed a cell phone, as reaching me was proving more difficult than my
collaborator liked or was used to. We fought the traffic across town to
Xinshimen, a place famous for, among other things, selling used cell
phones. This market, like many of the marketplaces of China, isa bustling
scene where the social order seems to border on chaos; it is also a place
where many people from Beijingand the surrounding areas go to purchase
mobile telephones. Before this excursion, I had not understood how sim-
pleit s to have a cell phone in China. Some people have cell phones that
operate through a formal telephone service, with an account and a
monthly bill, the way that telephone accounts work in many countries
throughout the world. However, many people circumvent this system by
buying secondhand phones and installing them with miniature phone
cards that can be purchased at kiosks and stores throughout the country.
Each card has an assigned number, and when a phone is linked with a
card, itthen responds to that number. Each card is also programmed with
a certain amount of money, so that when the money on that card is ex-
pired, more money can allow the card to be reactivated or the phone can
be fitted with a new card (and new number). It is important to note that
setting up such a phone is not only extremely fast and simaple, it is also
completely anonymous: There is no requirement for a custorner’s name to
be attached to a given card.
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With pbone in hand, my colleague and I went down the road to a more
formal-looking department store, which sold registered mobile phones
but also dealt with assigning Internet accounts for cell phones. I had men-
tioned earlier to my colleague that I was having trouble getting my com-
puter online, and he wanted to see what it would take to solve both of
these issues in one outing. After an exchange that evolved too quickly for
me to follow, my colleague leaned over to me and said abruptly, “Let’s get
out of here.” As we left, he explained to me that the phone I bad just pur-
chased was not a registered phone, and you must have a registered phone
to set up an Internet account. Despite the apparent popularity of this prac-
tice, I was not too keen on participating in the underground economy
without thinking through the implications of such a venture. My friend
looked at me quizzically: “Oh no. It’s perfectly legal. It’s just not formal
or registered. The government wants to control the Internet, so you can
only set up those accounts on equipment that is registered with the
government. Most of us would like to be a little more anonymous, and
we would rather use ways that are not so easily monitored by the
government.”

This comment is reminiscent of a classic book on the role of the gift
economy in reform-era China. In 1984 Mayfair Yang published the now
classic book on Guanxi, Gifts, Favors, and Banquets: The Art of Social
Relationships in China, which, as the title implies, examines the resur-
gence of social relationships in communist China. One of the central
issues in the book is what Yang calls rhizomatic networks, the infinitely
interconnected social networks that link individuals in the face of over-
whelming state power. According to Yang, this phenomenon emerged in
response to the Cultural Revolution, when state power was at its peak and
also atits most capricious. The point of Yang’s treatise is that, in the face
of authoritarian power, individuals will find ways to resist the long arm
and the watchful eye of the state. In Chinese society, individuals call
upon cultural resources for moral authority and the practice of main-
taining a bank account of gifts and favors to create a gift economy that
operates fully independent of state control. It is Yang’s contention that
these rhizomatic networks are the ultimate form of resistance in com-
munist China, as they allow individuals to wield power without aligning
themselves with the government. In recent years, information technology
has become an avenue by which this resistance has been channeled. In-
asmuch as information technology allows individuals to operate inde-
pendent of state control, this form of privacy also becomes a form of
resistance.

The use of unregistered cell phones and unregistered Internet services
seems, on the surface, to be the technological extension of Yang’s treatise
of the triumph of the social over the state. The use of unregistered infor-
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mation is, of course, not only about privacy. Indeed, many of the prac-
tices in China’s IT economy relate as much to the contours of develop-
ment as anything else. For example, in China, individuals still cannot
write checks, so when one wants to pay a phone bill, it requires a trip to
the bank to withdraw cash and then a trip to a local bill-paying venue.
Yet there is a clear issue of privacy here: individuals are enjoying a free-
dom of communication, a sbaring information, and developing social ries
that elude the control by the state that this society has experienced in the
past. The technology has become a vehicle for fostering, facilitating, and
experiencing this freedom. Here again, it is important to note that these
rhizomatic networks existed long before IT was a factor in Chinese soci-
ety. Information technology like the Internet and mobile telephones are
undoubtedly tied to the privacy that individuals seek from an overbear-
ing authoritarian state. IT is not causing this type of privacy or resistance
to come about, butit is playing an important part in the evolution of this
part of society.

Information Technology and Resistance

A little more than a decade ago, in the spring of 1989, the world watched
as Beijing experienced the upheaval of the Tiananmen Movement. Many
scholars of this movement have elaborated on the role that information
played in the evolution of this movement (Guthrie 1995; Walder 1989;
Perry and Wasserstrom 1992). Students used fax machines, telephones,
and broadcast equipment to spread their message far beyond the scope of
any of the preceding movements.!? Even beyond the students’ resources,
other changes in information technology were important in the evolution
of this movement: The very fact that the world was able to watch was tied
to the changes in information technology that had occurred over the
decade prior to the movement. With the major international networks and
news media in China for the Gorbachev Summit and the Asia Develop-
ment Bank meetings, the broadband dissemination of this movement to
the rest of China and throughout the world reached unprecedented lev-
els, compared with the popular protests that had occurred in Beijing in
1986, 1979, or 1976. Information technology played a major role in both
how much the students were able to broadcast their message and how
much of the world was able to hear it.

Again, it is important to place these changes in the context of the insti-

14°The Stone Corporation, at the time the largest private corporation in China, was the
primary provider of many of the tools of information technology to which the students had
access. Itisalsothe corporation that founded Legend Computers, the company that is now
establishing a joint venture with AOL Time Warner.
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tutional changes that were occurring throughout the 1980s. Important as
it was in the dissemination of this movement, did information technotogy
play a causal role in this major encroachment on the Chinese govern-
ment’s capacity to control its population? There has been much debate
over the causal roots of this movement, witb scholars arguing that causal
primacy lies with the rise of student networks (Calhoun 1995), the rise of
student organizations (Guthrie 1993), students’ ability to mobilize cul-
tural resources (Esherick and Wasserstrom 1992), and fundamental insti-
tutional change (Walder 1994; Zhao 1997). As Andrew Walder put it,
“[W)hat changed in these regimes in the last decade was not their eco-
nomic difficulties, widespread cynicism, or corruption, but that the insti-
tutional mechanisms that served to promote order in the past—despite
these longstanding problems—Ilost their capacity to do so” (1994: 298).
Drawing on his earlier work on the communist order in the prereform era
(Walder 1986), Walder goes on to specify the mechanisms that were cru-
cial for maintaining order in communist societies as (1) hierarchically or-
ganized and grass-roots mobility of the Communist Party and (2) the or-
ganized dependence of individuals within social institutions, particularly
workplaces. With the beginning of the economic reforms in China, both
of these institutional bases of power began to erode. In the first case—the
decline of party power—there are two ways this change had fundamen-
tal implications for the organization of Chinese society. First, the party no
longer had strict control over its own agents. Party cadres operated with
an autonomy that increasingly grew in scope throughout the 1980s. This
was in large part a direct consequence of the movement away from cen-
tral planning of the command economy. As the reforms progressed, the
new economic policies of the 1980s essentially mandated that local-level
bureaucrats assume administrative and economic responsibilities for the
firms under their jurisdictions (Walder 1995; Guthrie 1999a). As admin-
istrative and economic responsibilities were pushed down the hierarchy
of the former command economy, local-level bureaucrats exercised more
and more power in the struggle to control resources and survive in the
markets of China’s transforming economy. Thus, the institutional changes
of the reform economy led to the decline of central party control over its
own members.

Second, and perhaps more importantly, the party no longer exercised
grassroots control over individual citizens. In pre-reform China, the party
meticulously exercised such control through local party meetings, usually
conducted through an individual’s work unit or neighborhood association
(Walder 1986; Whyte and Parish 1984). In the reform era, this centrally
mandated practice eroded quickly. Managers and administrators no
longer required their workers to attend meetings for the dissemination of
party ideology. This change is closely related to the institutional changes
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of the economic transition described above: as economic imperatives re-
placed strict compliance with detailed directives of the party and the com-
mand economy, managers and administrators began to run their organi-
zations less around the dissemination of party ideology and more around
the ideals of performance. And the students no longer had to fear that ac-
tivism would affect their employment prospects, as the emergence of the
private economy and the withering of the labor allocation system meant
that the state could no longer hold their behavior in check with the threat
of consequences in their career placement.

The main point here is that, while information technology may have
been important in the evolution of this movement, which posed the great-
est challenge yet to the Chinese government’s right to rule—a critical issue
of state capacity and legitimacy—the causal roots of this movernent lay
in institutional changes that had been occurring for a decade. It may be
the case that information technology affected the scale of this movement
and the extent to which the world knew what was occurring, but the roots
of the movement itself lay elsewhere. In a certain sense, though, by al-
lowing foreign media to cover the Gorbachev Summit and the Asia De-
velopment Bank meetings and by giving the population access to tech-
nology—fax machines, telephones, etc.—the Chinese government had
inserted itself into a global information network, and its ability to contro!
the flow of information had important consequences for the extent to
which it could control the movement. The Chinese government had, in ef-
fect, armed its opposition with the tools of resistance, and when the move-
ment occurred, the government could not stop the flow of information be-
yond its borders, a fact that had profound consequences for the scale and
scope of this movement.

More recently, a number of social and political occurrences involving
the Internet have illuminated the new role that this form of IT mighr play
in the state’s ability to control information. In one incident, when China’s
top official from the State Administration of Foreign Exchange apparently
jumped from his seventh story window on May 12, 2000, governmment of-
ficials were caught completely off guard as the story was posted almost
immediately on a bulletin board on the widely visited Sina.com web site.
According the Elisabeth Rosenthal’s report in the New York Times, “The
government was clearly not prepared to release the news today, and con-
fusion reigned for much of the day.”*% A similar incident occurred when
a story of a Beijing University student who was murdered appeared on a
Sohu.com bulletin board on May 19, 2000. In the latter incident, students

from all over the country staged a “virtual” protest, forcing official s to
allow them to openly mourn and memorialize the student, despite the dis-

15 New York Times, May 13, 2000.
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ruptions officials feared the event would cause. In both of these cases, it
was clear that the government’s mentality regarding control over the flow
of information was lagging significantly behind the current reality in this
realm. This is a new frontier for outright resistance, and it will be inter-
esting to see over the coming decade what role the Internet plays in the
government’s ability to control the spread of information and the organi-
zation of popular movements.

Newly Independent Sectors

While active resistance has been an important part of the erosion of state
capacity and legitimacy in China, the emergence of newly independent
sectors has also played a critical role in the political reach of the Chinese
state. As in the case of active resistance, new information technology has
not caused the emergence of these newly independent sectors, nor has it
been fundamental in shaping these sectors of society. However, their emer-
gence and increasingly independent status in the economy have dimin-
ished state capacity in significant ways, and the role of information tech-
nology has not been insignificant in the evolution of these sectors. Of
particular note are the private economy and higher education; the former
is a new phenomenon in the reform era with important implications for
effective control by the Communist Party; the latter, while predating the
reform era, has undergone a radical transformation in the last decade, a
transformation that also has important implications for state sovereignty
in the age of globalization.

THE PRIVATE ECONOMY

Under Mao Zedong, the private economy was nonexistent. In the 1950s,
as the communists sought to overtake and control all sectors of China’s
economic and social systems, the private economy was all but eliminated.
The state controlled all modes of production, private ownership was elim-
inated, and the freedom to make economic decisions independent of state
control became a thing of the past. It was not until the economic reforms
began in 1980 that private entrepreneurs were allowed to reemerge in the
economy. Since 1980, the number of entrepreneurs in China has grown
steadily, as has their legitimacy under the communist mantle. In July 2001,
when Jiang Zemin announced that private entrepreneurs would be per-
mitted to join the party, it had become clear that the communist govern-
ment had finally made its peace with the importance of private entrepre-
neurs and the private economy in China’s transforming economic system.
And rightly so: not only has this sector provided an important outlet for
the employment overflow that would have otherwise caused a significant
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strain on the transforming economic system, but, as it has grown, it has
also played a crucial role in creating competition for the transforming
state sector (Naughton 1995). Figure 2 shows the growth ofthis sector of
the economy since 1980. It is clear from the figure that the sector has
grown bothin absolute terms and also relative to the other forms ofown-
ership in the economy.

Despite its importance in a system that is still largely owned and con-
trolled by the government, the role of the private sector is lirnited: even
today, as management responsibilities have been passed on to managers
and local officials, and as industrial output has shifted to tbe private sec-
tor, the government still owns about 70 percent of the industrial assets
(Guthrie 1999a). Yet this sector has played a significant role in encroach-
ingupon state capacity in two ways. First, in times of crisis, it has played
a role of outright resistance. During the Tiananmen movement it was the
private entrepreneurs of Beijing who provided the students with fax rma-
chines, radio equipment, televisions, and other perishable goods that be-
came a staple of the movement (Perry and Wasserstrom 1992). The Stone
Corporation was the largest and most famous of these behind -the-scenes
participants, but there were many others. It would be a stretch to argue
that private businesses in China are predisposed to resistance. However,
it is the case that these organizations are structurally the ones that hold

24
100% \‘}\\
N .\§\1 \ 20,372 []cther
AN Private
NN
80% § [ Collective
‘ Il s0es
60% \:\i X \
3§ %\\
\ &2
6,30 RN
b b
20%
1980 1885 1990 1995 1998

Figure 2. Gross industrial output by ownership type



332 DOUG GUTHRIE

the greatest degree of independence from the state and therefore have the
greatest latitude in protesting when the opportunity presents itself.

Second, and perhaps more importantly, this sector has facilitated and
enhanced the institutional changes that have fundamentally shifted in-
centive structures in China today. In the previous section I briefly intro-
duced Walder’s (1994) argument regarding the party’s diminished capac-
ity for social control in the 1980s; as I noted above, central to Walder’s
argument is the fact that China’s citizenry was no longer fundamentally
dependent upon the state for the allocation of social goods such as jobs.
This decline in what Walder (1986) has called “organized dependence”
required an opening up of China’s labor markets (as opposed to the state’s
allocation of jobs) and new opportunities for employment. The private
sector played a fundamental role on both of these fronts. As Zhao (1997)
argues, a fundamental difference in the state’s lack of control over the
1989 movement was that students now had options: they were no longer
dependent upon the state for the allocation of jobs, so participation in a
movement such as this did not pose the career threat it had in the past.

What do these changes have to do with information technology? In
both instances, the role of IT lurks in the background: this rapidly grow-
ing sector does not play an active role in opposing state power, but it is
integrally tied to the evolution of the private sector, and the strength of
this sector does diminish the authoritarian government’s ability to rule in
important ways. In the first case, although the 1989 uprising occurred be-
fore the IT revolution, it was information tecbnology that the movement’s
supporters from the private economy delivered to the students. In the sec-
ond instance, one of the major sectors that has emerged in recent years to
create jobs in the private economy was in the area of information tech-
nology, namely, telecommunications. In 1980, when the private economy
was first emerging, less than 1 percent of the jobs in this sector were lo-
cated in telecommunications; by 1999, 5.8 percent of the jobs in the pri-
vate economy were located in the telecommunications industry—a total
of more than two million jobs. The growth in this sector has been driven,
in part, by national projects such as development of Zhongguancun in
Beijing. It has also been driven by the growth in demand for the products
and services this sector provides (see table 2 for examples of growth in de-
mand). So here again, while information technology has not created the
private economy, it has played a critical role in the ways this economy has
emerged and in its potential for fostering the decline of the Chinese gov-
ernment’s control over its population.

HIGHER EDUCATION

As w1th the private economy, a dlscussmn of higher education in China
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tuals advocating political and social change. From the May Fourth Move-
ment of 1919 to the Hundred Flowers Reform of 1956~57 to the Tianan-
men Movement of 1989, intellectuals have served as the conscience of the
nation in many ways. For more than a century, institutions of higher ed-
ucation havebeen among the central advocates forsocialchange in China.
In the era of economic reforms, however, higher education in China has
undergone a radical revolution. In the prereform era, the central govern-
ment had under its jurisdiction thirty-six universities. During the eco-
nomic reforms, there has been much discussion in China about the reform
of higher education, and in May 1998, after more than a decade of dis-
cussion on the topic, a formal reorganization of the higher education sys-
tem was set in motion. The first change was that ten universities were
named as “international level universities” (guoji yiliu daxue) and the
centralgovernment would concentrate its resources on their developiuent.
The remaining twenty-six universities under the central government would
be gradually turned over to provincial- and municipal-level governnients.
Within this first-tier group, in addition to the usual funds that the insti-
tutions under the central government would receive, the top four of the
“international universities” would get extra funds to help them develop
as “international level universities.”'¢ Under this reform, universities were
now free to fundraise on their own, develop relations with foreign uni-
versities, and generally develop the programs that would make them com-
petitive with top-tier research universities around the world. Table 4
shows the growth and changes in this sector since 1980. Since that time,
the number of university students in China has increased by almost 200
percent; the number of faculty has increased by almost 75 percent; the
number of student studying abroad hasincreased by more than 1,000 per-
cent; and the number of study-abroad students who have returned to
China has increased by more than 4,500 percent. These changes creared
a sector that is autonomous from the central government in ways funda-
mentally different from the situation of the prereform era.

Here again, it should be noted that autonomy does not in and of itself
imply an erosion of state power, nor does it imply an influence of in-
formation technology within this process of change. However, histery
teaches that the academy has developed a special relationship with infor-
mation technology. First of all, while it was the Department of Defense
that laid the groundwork for the functional development of the Interret,
this medium also found part of its genesis——particularly in the area of con-
tent—in the academy (Guthrie 1999b). If it was not for the early adopters

16 Beijing and Qinghua Universities (widely regarded as the top two universities in China)
received an additional 1.8 billion yuan, spread overthree years (1999~2001) while Nanjing
and Fudan (widely regarded as the third and fourth best universities, respectively) received
an arddidnnal 1 2 hillinn viian
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TABLE 4
Vital Statistics on Higher Education in China

No. of univ. No. of faculty ~ No. of students  No. of students

students per (higher ed.) studying returning from

10,000 pop.  per 10,000 pop. abroad abroad
1980 11.6 24.7 2,124 162
1985 16.1 34.4 4,888 1,424
1986 17.5 37.2 4,676 1,388
1987 17.9 38.5 4,703 1,605
1988 18.6 39.3 3,786 3,000
1989 18.5 39.7 3,329 1,753
1990 18.0 39.5 2,950 1,593
1991 17.6 39.1 2,900 2,069
1992 18.6 38.8 6,540 3,611
1993 21.4 38.8 10,742 5,128
1994 23.4 39.6 19,071 4,230
1995 24.0 40.1 20,381 5,750
1996 24.7 40.3 20,905 6,570
1997 25.7 40.5 22,410 7,130
1998 27.3 40.7 17,622 7,379
1999 32.8 42.6 23,749 7,748

Source: Statistical Yearbook of China (2000).

of Internet technology in highereducation, such as the University of Utah
and the University of Southern California, the Internetitself may not have
gained the foothold it did before commercialization in 1991; and if it was
not for the desire of researchers at CERN to share documents electroni-
cally, Tim Berners-Lee might never have had the impetus, much less the
insight, to lay down the groundwork for the World Wide Web. As the In-
ternet and Web have become accessible in China, it has been the univer-
sities, along with the private economy, that have been at the forefront in
the adoption and use of these media. This fact has put these newly au-
tonomous institutions of higher education in much closer touch with the
world outside of China. It is because the academy is built on the produc-
tion, use, and processing of information that access to information tech-
nology has such a great potential to speed the evolution of this sector’s
autonomy from the Chinese government. As scholars from China gain
more and more access to different points of view about democracy, eco-
nomic systems, international politics, social change and many other is-
sues, the state’s diminished role in controlling this sector becomes in-
evitable. Indeed, access to information has always been the impetus for
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the type of social change advocated by reform-minded intellec tuals: from
the leader of the Nationalist movement, Sun Yat-sen, and the literati of
the May Fourth era, including such notable figures as Lu Xun, to the in-
tellectuals that led the Tiananmen Movement, exposure to foreign mod-
els of political and economic systems has been central to the issues these
individuals have raised in advocating change.

Conclusions

Many political and business leaders from Western capitalist nations have
asserted as President Bill Clinton did on May 8,2000,'7 that new infor-
mation technology—particularly the Internet—would play a key role in
liberating authoritarian societies. Indeed, in praise of this you ng technol-
ogy’s potential, we have seen not only bold predictions, but a Iso wild re-
visionist history. Jim Courter, a former six-term Republican congressman
once described the promise of this technology, saying the Internet “has
done a lot to bring democratic capitalism to other parts of the world. It
was instrumental, I think, in bringing down the Berlin Wall . It was in-
strumental in having students protest the policies in East Berlin . . . . CNN,
the Networks, and the Internet, were instrumental in the demise of the old
Soviet Union.”!8 Pretty amazing, given that the Internet was not com-
mercialized until 1991 and really had no presence in the world at large
before that time. Nevertheless, there are substantively impo rtant ques-
tions behind these statements, namely, what is the impact of the new in-
formation technologies on authoritarian societies? And, more impor-
tantly, what causal role do these technologies play in encroaching on
the sovereignty of authoritarian governments and in bringing about
democratization?

The Chinese government’s legitimacy withered significantly over the
last two decades in large part because of the institutional changes that
were set in motion by the government itself, and there is a dynamic in-
terplay between those institutional changes and the ways that informa-
tion technology has fostered perhaps greater change than the state origi-
nally intended. A number of scholars of China’s economic reforms have
pointed to the fact that the reform process, which began in 1979 as a set
of controlled modifications to the economy, very quickly took on a life of
its own, expanding far beyond the purview that the original architects of
the reform had in mind (Naughton 1995; Guthrie 1999a). There are many
hidden dynamics to this process, which Barry Naughton has ca lled “grow-

17 Quoted in Drake, Kalathil, and Boas (2000).
18 1hid.
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ing out of the plan,” but one of the dynamics in recent years has been the
interaction between state policies and different actors in society. Of par-
ticular interest here is how these different actors or groups have employed
newly emerging technologies to facilitate the process of change. In each
case examined in this chapter, the roots of change lay in state action; yet
the state’s ability to control these institutional changes, once they emerge
into the world of actors in the economy, has been unpredictable at best,
and information technology has played a role in that dynamic.

The encroachments on state sovereignty at the hands of foreign in-
vestors were just as clear in negotiations over ventures in the industrial
economy as they are in the New Economy. However, the state has been
more resistant to letting these ventures fully open up to foreign invest-
ment, precisely because it fears the potential liberating forces that will
emerge with foreign control in this sector, a fact that is tied to the per-
ception that investments in the telecommunications sector specifically
may pose a great challenge to the authoritarian government’s capacity to
control investments in other sectors. Thus, the struggles over sovereignty
in the realm of foreign investment are nothing new, but the stakes appear
to be higher—as perceived on both sides—when it comes to information
technologies such as the Internet. Similarly, with privacy, information
technology provides a vehicle for resisting state authority and control, as
it provides further outlets to facilitate the growth of these private social
networks. But it is only a vehicle, a facilitator, in these processes of change.
Yang’s rhizomatic networks existed long before cell phones came onto the
scene, and if Yang’s story is right, these social networks, which became
the ultimate form of resistance to capricious authoritarian rule in Mao’s
China, were playing a role in Chinese society long before information
technology existed in any form in China, as the 1970s were a time in
China when few people had access to telephones or television, let alone
fax machines, cell phones, and the Internet. Yet the social resistance to
state control emerged through resources that were available. Employing
cultural resources, the moral authority of existing social networks, and an
accounting system of gifts and favors that defined China’s gift economy,
people built and assiduously maintained the private systems that could
free them, at least to some extent, from monitoring control of an over-
bearing state. Today, the use of cell phones, e-mail, and the Intecrnet has
allowed people to be more connected than ever before, and many people
I have spoken with in China see these connections as a form of indepen-
dence from state control. Not only are unregistered cell phones more con-
venient than setting up a formal account or a landline phone in their
home, but they have the added benefit of being beyond the reach of the
state. But note here again that this technology does not create privacy, it
only provides new avenues for it.
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The same is true for outright defiance and the emergence of new sec-
tors of the economy and society. In the Tiananmen Movement of 1989,
fax machines and live feeds to international news programs were certainly
important for the evolution of the movement, but it would be a stretch to
view information technology as playing any kind of causal role in this mo-
ment of collective action. The causal factors driving this movement for-
ward were much deeper, related to fundamental changes in social struc-
ture and economic institutions that allowed the state to maintain social
control. The role information technology has played in such movements
is, once again, a facilitator of processes that are already in play, but it is
significant nonetheless. Similarly, with respect to sectors of society that in-
creasingly see themselves as independent from state control, IT also plays
a significant role in facilitating this independence—whether through giv-
ing intellectuals more access to information or through creating new and
thriving sectors of the private economy—speeding up processes that are
already in play. In each of the cases discussed in this chapter, actors in so-
ciety have pushed at the boundaries of state-led change, and newly emerg-
ing information technologies are among the tools they have used in this
pursuit. In this sense, information technology has played a significant rele
in the dynamic of change in reform era China.
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